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ABSTRACT
Artificial intelligence (AI) is now present in nearly every aspect of our daily
lives. Furthermore, while this AI augmentation is generally beneficial, or
at worst, nonproblematic, some instances warrant attention. In this study,
we argue that AI bias resulting from training data sets in the labor market
can significantly amplify minor inequalities, which later in life manifest
as permanently lost opportunities and social status and wealth segregation.
The Matthew effect is responsible for this phenomenon, except that the
focus is not on the rich getting richer, but on the poor becoming even
poorer. We demonstrate how frequently changing expectations for skills,
competencies, and knowledge lead to AI failing to make impartial hiring
decisions. Specifically, the bias in the training data sets used by AI affects
the results, causing the disadvantaged to be overlooked while the privileged
are frequently chosen. This simple AI bias contributes to growing social
inequalities by reinforcing the Matthew effect, and it does so at much
faster rates than previously. We assess these threats by studying data from
various labor fields, including justice, security, healthcare, human resource
management, and education.
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1. INTRODUCTION
Currently, there are serious attempts to digitize every aspect of our lives. In light of these efforts, measurement and

assessment capacity has expanded in most fields, and processes are now managed using common and quantitative
metrics. To put it another way, digitization studies enable the tracking of all processes using data-driven indicators
and the analysis of intervention effects. This digitization process is being implemented in all areas, and substantial
investments are being made to process and evaluate the continuously generated data. A variety of data mining, artificial
intelligence (AI) algorithms, and machine learning (ML) techniques are commonly used to analyze data, generate
specific information, and make accurate predictions (Perc, Özer & Hojnik, 2019).

As a result of advances in AI and ML, machines can now perform a variety of human behavioral and decision-making
processes (Bozkurt & Gursoy, 2023; Castellucia & Le Metayer, 2019; Mahmut et al.,2022). Due to their superior
calculation abilities, machines that learn from data recorded in various fields are becoming increasingly important in
decision-making processes. It is practically impossible to discuss a field that does not involve some degree of AI or ML.
It has become evident that AI has gone beyond being a support mechanism and has affected many aspects of society
(Makridakis, 2017; Stefan, 2019). AI and automation have transformed the labor market, resulting in new jobs as skills
and competencies are updated (Acemoğlu & Restrepo, 2018; Bozkurt & Gursoy, 2023; Harar, 2017).

Before delving into AI algorithm bias, we must first understand the algorithm’s logic. The primary goal of these
algorithms is to make predictions using numerical parameters determined in various subjects (Silberg & Manyika,
2019). In addition to the parameters in question, the algorithm requires a data set (training set, training data) for model
development. In summary, AI makes predictions using a predetermined set of parameters based on current data. In this
context, a key feature of AI is its goal of developing the most predictive models based on training data and parameters.

It is important to note that the quality of the training data is critical (Vicente & Matute, 2023). In fact, these data
provide the raw material required for the algorithm to achieve its highest prediction accuracy. However, a significant
problem area begins here. Because predictive power is the primary success factor for AI algorithms, many other
important indicators remain in the shadows. In general, the nature of data sets and the groups they represent, among
other factors, influence the outcome of AI algorithms. Despite this, the system can make highly accurate predictions
without considering several important indicators, such as the output’s potential results, group comparability, or ethical
values and social norms (Silberg & Manyika, 2019). In light of this, even though AI algorithms have impressive
computational and predictive power, there have been insufficient discussions about their logic and outputs.

The representativeness of the training data used by the AI algorithm is critical for producing high-quality results. Any
deficiencies and negative aspects of the data, particularly in terms of quality, will harm the algorithms developed based
on it (Aldoseri, Al-Khalifa, & Hamouda, 2023). It is important to note that if the data set used to train the AI algorithm
contains an unequal number of races, ages, or genders, significant issues arise in the algorithm and the predictions
made with this data set (Aquino, 2023). Furthermore, AI algorithms appear to perpetuate and replicate social biases
due to their scale effect. This results in permanent and even deepening inequalities within a society.

Thus, the first step in the review should be to determine the training data set’s bias and representativeness. To increase
the representativeness of training data sets, it is important to use data from various sources. Using data from multiple
sources, such as training data, can help to reduce the risks associated with data protection. According to Rajpurkar et
al. (2022), a federated model that focuses on training data and collects data from multiple points has a high potential for
risk mitigation. Therefore, using data from different institutions in different geographical regions and hierarchical levels
as much as possible will increase the quality of the training data and reduce biases by increasing the representativeness
of the training data (Nazer et al., 2023; Zhang and Zhang, 2023). Robert Merton (1968), who developed the Matthew
effect to explain social inequality based on the Biblical verse “to everyone who has, more will be given” in Matthew’s
Gospel, claims that the Matthew effect provides a powerful insight into social inequalities. The Matthew effect causes
small differences to grow, so that an advantage leads to a greater advantage and a disadvantage leads to a greater
disadvantage. When no interventions are made to balance the process, advantages and disadvantages accumulate on
opposing sides, resulting in a further rift between the groups (Zuckerman, 1989).

The Matthew effect is increasing inequalities in various areas, including education, health, technology, and science
(Rigney, 2010). For example, Zuckerman (1977) showed that more than half of Nobel laureates worked with previous
Nobel laureates. A well-known scientist will most likely receive more citations than a lesser-known scientist (Perc,
2014). According to recent studies, citations for joint publications have increased significantly, as have citations for
other publications by well-known scientists and those with whom they have previously collaborated (Li et al., 2019).
Young scientists want to work with well-known scientists to increase their publications and citations to capitalize on the
Matthew effect. The Matthew effect allows well-known scientists to easily collaborate with young scientists worldwide,

160



Ozer et al., Artificial Intelligence Bias and the Amplification of Inequalities in the Labor Market

resulting in increased recognition, publications, and citations. The Matthew effect is characterized by a self-reinforcing
positive feedback cycle in which more citations and publications lead to even more citations and publications, and more
recognition leads to even more reputation.

By attracting well-known academicians, talented students, and scientific research funds, well-known scientific
institutions position themselves at the center of the scientific community, contributing to a wider gap between scientific
institutions. The Matthew effect, which is related to economic activity, allows advantageous centers to attract more
earnings, talents, raw materials, and other resources to their centers while also widening the gap between the centers
and the periphery (Rigney, 2010).

Hence, the Matthew effect strongly correlates with the results of the bias problem in AI algorithms. Because of the
bias inherent in AI algorithms, the privileged are in a more advantageous position, whereas the disadvantaged are in a
more detrimental position. Thus, this study addresses the bias problem caused by the data set used to train AI algorithms
in various fields, including justice and security, health, human resource management, and education. The bias problem
in AI algorithms is emphasized as a platform for the Matthew effect, perpetuating and exacerbating inequalities.

2. BIAS IN ARTIFICIAL INTELLIGENCE
Developing AI prediction systems typically involves three stages: measurement, training, and prediction (Kizilcec &

Lee, 2022). The measurement phase generates numerical data on the area under consideration, whereas the training
phase teaches the system using data. Finally, during the prediction phase, the system responds to new circumstances.
Thus, the AI algorithm must train on high-quality data.

It directly impacts data quality in terms of representability whether algorithms produce biased results. During the
training phase, a broad area must be represented and sampled using limited indicators (Kizilcec & Lee, 2022). Most
data sets have low representation and comparability, increasing bias even more. Bias in AI algorithms is highly likely,
given that it is directly related to the quality of the data set. Among the data sets commonly used today, only very few can
adequately represent vulnerable and disadvantaged groups while allowing for a balanced distribution of comparisons
between groups.

Because data sets represent real-world situations, their biases and deviations can differ depending on race, gender,
and socioeconomic status. Accordingly, the data set from which an algorithm learns and operates determines its quality
(Barocas & Selbst, 2016). Without control over AI algorithms, the data set’s bias is transferred to the AI algorithms,
resulting in biased decisions (Aquino, 2023; Notoutsi et al., 2020). A biased data set is used in AI algorithm training,
replicating the bias learned from the data (Lum & Isaac, 2016). Biases in AI algorithms are thus more than technical
errors; they reflect power structures, social, economic, and political systems within society (Ulnicane & Aden, 2023).

Bias caused by low data representation in AI algorithms can result in both observable and unobservable risks (Varsha,
2023). As previously stated, bias is a natural consequence of insufficient data-quality and representation. Furthermore,
because AI strives to improve its predictive power by employing a diverse set of parameters, it may result in indirect
biases due to the interaction of deficiencies in various parameters. It is possible to detect observable risks when
inadequate aspects of the data and parameters are available; however, it is nearly impossible to detect bias when it is
part of a big-data process with an interaction of a large number of parameters and no prior knowledge of inadequate
aspects of the data.

A decision may be made against groups that are less represented in the data set when data sets representing more
specific groups than the entire population are used, that is, when the representativeness of the data set decreases (Nazer
et al., 2023). Furthermore, differences in measurement sensitivity in the health field can lead to bias (Babic et al.,
2021; Charpignon et al., 2023). In the fields of security and justice, groups with a higher representation in the data
set are disadvantaged, particularly blacks, minorities, and those with low socioeconomic status (Lum & Isaac, 2016).
Again, algorithms may be biased toward the more advantaged, whites, and those with higher socioeconomic status
in education and human resource management. Thus, it is critical to continuously assess whether the algorithm has
unintended consequences for a specific group in society based on the hypotheses or data set used in training (Nazer et
al., 2023).

Because of their structural nature, AI-based algorithms can produce data-based biases. A couple of factors should
be highlighted: the rapid change in competencies/skills required in the labor market because of technological advances
(European Parliament, 2020; Napierala & Kvetan, 2023), and the emergence of AI-based decision-making approaches
(Agrawal, Gans, & Goldfarb, 2019; OECD, 2023). As labor market demands shift, collecting reliable and representative
data on these new expectations is critical. The current situation necessitates updating long-standing data sets that serve as
the foundation for AI algorithms. The second issue is that algorithms may produce results that contradict the European
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Pillar of Social Right principles and the United Nations’ Sustainable Development Goals (European Commission,
2022). In this context, the examples we will see in various sectors in the next stage of this study will shed light on the
biases caused by AI.

2.1. BIAS IN JUSTICE AND SECURITY
Risk assessment algorithms are widely used in criminal justice systems because they help determine whether

punishments, bail, and parole are effective in deterring future reoffending (Bagaric, Hunter, & Stobbs, 2019). The
issue of social inequality is also relevant in this context. It is well-known that recidivism prediction algorithms are
unbalanced and discriminatory toward black people (Angwin et al., 2016). Even if a criminal does not reoffend, blacks
are roughly twice as likely as white criminals to be incorrectly evaluated. Furthermore, this bias causes the software to
classify white offenders as having a lower likelihood of reoffending, even if they do.

The fact that there are more African-American inmates than white Americans makes the risk assessment unfair to
them (Bagaric, 2016). Blacks dominate the data set used to train the algorithm. Dressel and Farid (2018) found that
the predictions made by software commonly used in American courts for risk assessment are no more accurate or
fair than those made by people with no experience in criminal justice. Thus, it does not appear reasonable to expect
AI algorithms to provide more accurate, objective, and equitable results in every situation and context than human
evaluations.

AI algorithms in security software are common in the United States and Europe, particularly for identifying potential
crime areas and criminals (Lum & Isaac, 2016). However, it has long been known that these software are primarily
trained using criminal data from police stations, and therefore, discrimination in the data, particularly in terms of race,
ethnicity, and socioeconomic status (SES), is directly reflected in the software’s results. Lum and Isaac (2016) used a
widely used software tool to identify areas where drug use was prevalent in a state. They concluded that, despite the
high rate of drug use in that state, the software identified areas populated primarily by nonwhite residents and people
with low SES backgrounds.

As a result, these regions account for the majority of drug-related arrests. Thus, by intensifying patrols in these areas,
the likelihood of apprehending criminals increases, and the software can then direct police patrols back to the same
area as a result of the new data. As a result, the data set is constantly growing, feeding the aforementioned bias. In this
case, the subsequent training data used to update the algorithm will be biased, reinforcing the bias (O’Neil, 2016). The
above-mentioned positive feedback loop works by finding a segment of society guilty in a biased and discriminatory
manner (Lum & Isaac, 2016). As a result, while a segment of society that commits the same crime will not be adequately
punished, research into the already disadvantaged and discriminated segments of society increases the likelihood of
crime detection in this region, reinforcing social bias.

As we learn more about the biases of AI in this field, we are experimenting with different approaches to make more
objective predictions. Researchers, for example, are developing algorithms in training data that focus on decision-making
processes rather than group differences and historical records (Srinivas, 2023). By using additional algorithm systems
calculating the extent of risk involved in each decision taken (Bagaric et al., 2022),we can take additional steps to
determine how erroneous/biased the inferences made by artificial intelligence.

2.2. BIAS IN EDUCATION
The use of AI algorithms is also widespread in education. It is commonly used in education to identify potential

failures and take preventative measures in advance (Holmes, Bialik, & Fadel, 2023). The COVID-19 pandemic has
significantly increased the use of digital technologies in general, and AI algorithms in particular, in educational systems
(Renz & Hilbig, 2023). In recent years, AI systems have been widely used to provide personalized solutions to students
who have lost learning time due to the pandemic. Furthermore, approximately 40% of higher education institutions
use predictive algorithms to identify students who are likely to drop out of classes or courses, and the use of such
early warning systems increased during the Covid-19 pandemic (Bird, Castleman & Song, 2023). If such widely used
algorithms make decisions favoring one group, educational inequalities could increase significantly. Extensive research
has demonstrated the profound impact of educational inequalities in other fields (Bourdieu & Passeron, 2000; Coleman
et al., 1966; Özer & Perc, 2022; Özer, 2023; Suna et al., 2020).

In education, AI applications can potentially mitigate the negative effects of the projected global short- and long-term
teacher shortage. With its personalized learning capabilities, AI is regarded as one of the most important tools for
meeting students’ learning needs in areas where teachers are in short supply (Edwards & Cheok, 2018). Instead of
replacing teachers, the goal here is for AI algorithms to assist students in learning in personalized digital environments.
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AI algorithms can provide personalized suggestions to students throughout the learning process while closely monitoring
their progress. While measures are being discussed, digital technologies have become even more important in assisting
students in mitigating the impact of massive teacher shortages predicted in the United States, the European Union, and
African countries (UNESCO, 2023).

Recent studies have examined how AI algorithms can increase educational inequalities (Kizilcec & Lee, 2022;
UNESCO, 2023). Biases produced by algorithms are typically due to the inadequacy of the features used to represent
the field and other quality issues in the training data set. For example, suppose academic potential is an indicator of
admission to an educational institution, and SAT or ACT scores are used to represent academic potential. In that case,
the algorithm’s predictions will inevitably prioritize the applicants’ SES, because these scores are highly correlated
with SES (Sackett et al., 2009). As SES increases, students are more likely to succeed on high-stakes tests like the
SAT or ACT. In this way, educational institutions are more likely to accept students with higher SES. Accordingly,
the Matthew effect will be at work, as advantage will lead to more advantage and disadvantage will lead to more
disadvantage, sharpening existing inequalities (Merton, 1968; Özer & Perc, 2022; Özer, 2023).

During the COVID-19 pandemic, the UK discovered that the grading algorithm used produced grades that favored
private school students and, therefore, students with privileged SES levels, increasing the disadvantages of disadvantaged
students and rearranging the grades in response to complaints (Smith, 2020). Conversely, under- or over-representing
a group in data sets used in the learning phase can result in estimation errors in education and other fields (Chawla et
al., 2002). As Baker and Hawn (2021) point out, if black students are punished more than white students in the same
incident of in-school violence, how will an algorithm trained on this training set treat both groups fairly?

Research shows that an algorithm that uses training data to predict student dropout potential favors men while making
fewer accurate predictions for women (Ocumpaugh et al., 2014). Evidence shows that school dropout risk estimates are
less accurate for underrepresented minority groups (Bird, Castleman, & Song, 2023). These types of estimation errors
cause misallocation of resources to reduce underachievement and the risk of school dropout, resulting in a decrease in
the effectiveness of these critical interventions. As a result, those who are most vulnerable receive less support (Bird,
Castleman, & Song, 2023).

Four sections discuss the four steps required to prevent biased predictions produced by AI in education and achieve
more objective results (Baker & Hawn, 2021). Some of the most notable are as follows (Baker & Hawn, 2021): the
collection and enrichment of comprehensive data regarding gender, age, ethnicity, and national origin. Continuously
monitoring the balance of demographic characteristics within the entire data set by collecting data on demographic
characteristics, using bias metrics to review AI predictions, maintaining access to the data sets on which the algorithm
is based, and incorporating disadvantaged and vulnerable groups into the algorithm development process.

2.3. BIAS IN HEALTHCARE
The possibility of biased AI algorithms in the healthcare sector increases and deepens existing inequalities (King,

2022; Mittermaier, Raza, Kvedar, 2023). It is common for the problem to arise when an algorithm trained on data
from one hospital in one region is applied to another with significantly different characteristics (Aquino, 2023). The
same phenomenon occurs across races (Obermayer et al., 2019). In particular, health inequalities tend to perpetuate
inequalities by reducing the number of representations in the data set during the AI algorithm’s learning process
(Seyyed-Kalantari et al., 2021).

Recent studies show that those who benefit the most from healthcare and spend the most receive better care (Bates et
al., 2014; Obermayer et al., 2019). In this case, the algorithm ignores the needs of those who receive less service to a
greater extent, reducing follow-up screening and thus increasing the number of cancer patients who go undiagnosed or
untreated (Mittermaier, Raza, & Kvedar, 2023). In their study, Obermeyer et al. (2019) demonstrated that when health
expenditures are used as an indicator, whites benefit significantly more from high-risk care programs. Correcting this
issue would increase the healthcare service’s additional assistance to black patients from 17.7% to 46.5%.

Based on a training set of images of dermatological lesions primarily taken from white patients, an AI algorithm
used to identify dermatological lesions during the learning phase performs 50% less accurately in patients with darker
skin colors than the claimed accuracy level (Kamulegeya et al., 2019). As previously noted in healthcare, if the learning
set is primarily targeted at one gender, performance has been shown to decrease significantly when the other gender
is used in the testing phase (Larrazabal et al., 2020). Furthermore, the precision of algorithms that predict skin cancer
based on patients’ skin images decreases due to sun exposure, particularly during the summer (Babic et al., 2021).

Celi et al. (2022) reviewed medical and surgical studies published on AI algorithms in the PubMed database in
2019. A key finding of this study is that data sets from China and the United States dominate AI algorithm training,
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particularly in fields such as radiology, pathology, and ophthalmology, where imaging is commonly used in diagnosis.
Therefore, AI has a large amount of data from these countries in relevant medical fields. As a result, AI algorithms can
predict more accurately for patients from these countries while being less accurate for patients from other countries.

Examining the steps used to reduce the bias of AI applications in the health field reveals that the emphasis is primarily
on enriching the data on which AI predictions are based. Overall, these steps include involving representatives from
various social groups (particularly vulnerable groups) in algorithm development and evaluation, refraining from making
predictions when the data is insufficiently diverse to make objective predictions, or using statistical methods (such as
synthetic data) to provide unbiased predictions, and assessing the algorithm’s results. Furthermore, it is critical to
continuously evaluate algorithm outcomes and their coherence with the Translational Evaluation of Healthcare AI
(TEHAI), DECIDE-AI, the Consolidated Standards for Reporting Trials-Artificial Intelligence (CONSORT-AI), and
the predictive model risk of bias assessment tool developed to reduce the possibility of bias in the algorithm (Nazer
et al., 2023). Furthermore, the World Health Organization’s (2021) guidance on the ethics and governance of AI in
healthcare has become a highly relevant source of information.

2.4. BIAS IN HUMAN RESOURCES MANAGEMENT
One of the most common applications of AI algorithms today is human resource management (HRM). AI algorithms

determine which candidates are best suited for each job by analyzing the match between the skills required by the job
and the skills possessed by the candidates (ILO, 2023; Köchling & Wehner, 2020). Furthermore, AI algorithms are
used in this field to select the best candidates from a talent pool for advancement opportunities (Franca, 2023; Köchling
& Wehner, 2020). AI algorithms are widely used to identify the best candidates for promotions within a company.

With the widespread use of AI algorithms, their applications have expanded beyond assisting HRM managers to
evaluating a candidate’s fit for a position and tracking their performance. According to Oracle’s 2019 “Future Workplace
AI at Work Global Study,” approximately 50% of employers use at least one AI-based application, a significant increase
from 32% the previous year (Oracle, 2019). AI algorithms are regarded as the most substantial advantage in HRM
because they are free of many biases that people encounter during the evaluation process, such as the halo effect, bias,
gender bias, and others in most categories of unconscious bias (Storm et al., 2023). Contrary to popular belief, training
AI algorithms with large amounts of recruitment and promotion data can bias them.

According to the findings in the literature, AI and ML algorithms can produce less biased results if the data is
sufficiently represented, but they are not completely free of bias. In 1988, the UK Commission for Racial Equality
penalized a medical school in the UK for using software that discriminated against women and candidates with
non-European names (Silberg & Manyika, 2019). Several studies have shown that AI algorithms are susceptible to the
aforementioned biases if the groups represented in the data set are unbalanced and the data do not adequately reflect
the population (European Network Against Racism, 2020; Köchling & Wehner, 2020; Tuffaha, 2023).

The proposed steps to prevent biases in HRM aim to train experts in the field and improve the quality of the data that
forms the basis of the algorithm (Franca et al., 2023; IFOW, 2020). As a result, all HRM professionals should receive
training on bias in prediction. A group of experts should assess AI’s predictions in recruitment and talent management
across all fields. The patterns observed in AI predictions based on demographic characteristics should be investigated,
and the results should be evaluated. It is advised to assess compliance with the Age Discrimination in Employment Act
and the Equal Employment Opportunity Commission frameworks.

3. DISCUSSION AND CONCLUSIONS
Using AI, ML, and deep learning (DL) is now prevalent in every aspect of life. In particular, the generation of digital

data due to measurements in every field has resulted in a massive data collection, and the ability to process and analyze
this massive amount of data has become a significant opportunity. At this point, AI and related algorithms are emerging,
potentially significantly benefiting society. As a result, AI algorithms provide powerful support mechanisms for almost
every aspect of life, from education to health, economics, and security, by making predictions based on big data as
constantly learning systems.

Many companies are investing heavily in AI, ML, and DL systems, which have enormously increasing predictive
power. Despite the widespread assumption that technology will be neutral toward humans, evidence suggests that smart
algorithms reproduce societal inequalities, perpetuating or even increasing them. The bias problem in AI algorithms
essentially benefits one society group while increasing the disadvantage for others (Mehrabi et al., 2021). As a result,
the increasing number of examples has piqued the interest of both experts in the field and the general public.

164



Ozer et al., Artificial Intelligence Bias and the Amplification of Inequalities in the Labor Market

AI systems can generate inequalities in various ways, including the training data set, modeling approaches, biases
imposed by variables used, and the system’s reaction to data that differs from the training data set when used in practice.
To reduce the inequalities caused by these systems, continuous monitoring must begin at the design stage and continue
through implementation and beyond. In this study, we discuss and demonstrate the risks of bias in AI algorithms using
examples from various fields such as health, education, justice, and security. Prediction systems typically consist of
three stages: measurement, training, and prediction. Although bias can occur at any of these stages through various
mechanisms, the data sets used in the training phase remain the primary source of bias. Because the training data
are based on real-world measurements, it directly reflects inequalities in all social areas, including education, health,
justice, human resource management, and security. Because AI algorithms learn from this data, which includes current
inequalities, their predictions about future situations will reflect these inequalities. These decisions exacerbate the
disadvantages of previously disadvantaged groups. As a result of AI algorithms’ bias, advantages in social spheres lead
to more advantages, while disadvantages lead to more disadvantages. This results in a continuation and deepening of
inequalities.

It is critical to demonstrate similar sensitivity during the modeling stage and assumptions and weighting factors
that do not increase inequalities (Erdi, 2020; Nazer et al., 2023). For example, in the context of modeling the system
for determining patients who require advanced health care based solely on their health expenditures, inequalities
naturally arise in access to health services. Therefore, in health expenditures, and in this case, those who already
have disadvantages in accessing health services cannot benefit from advanced care services due to modeling bias. As
a result, disadvantages increase and inequalities persist (Obermeyer et al., 2019). The most effective way to reduce
inequalities caused and exacerbated by AI systems is to ensure that models are not biased and to use higher quality
training data sets (Baker and Hawn, 2021).AI algorithms appear to have found a powerful channel for influencing
the Matthew effect, which exacerbates inequalities. As a result, because these algorithms provide extremely fast
mechanisms, they may contribute to further increasing social inequality. An algorithm prediction, for example, will
increase monitoring of a previously identified criminal group. As monitoring intensifies in these groups, the likelihood
of detecting crime increases, providing the algorithm with current knowledge against this group and even increasing
this group’s disadvantage, resulting in a vicious cycle.

The same holds true for students whose socioeconomic status negatively affects their academic performance. If
the algorithm’s features are sensitive to SES, those with a socioeconomic advantage will continue to increase their
advantage. Because of the bias in these algorithms, the increase in inequalities affects not only education, but all
other fields as well. The inequalities created by AI algorithms greatly accelerate the accumulation of advantage or
disadvantage, which Zuckerman (1977) identifies as the Matthew effect’s main characteristic. As a result, society risks
experiencing greater and deeper inequalities than before these smart technologies were implemented.

Therefore, the results produced by AI algorithms require far more attention. Transparency and openness in information
sharing are critical components of AI algorithm development and data use (Erdi, 2020). However, resolving the bias
issue is difficult because most companies are hesitant in this regard, particularly for security reasons (Lum & Isaac,
2016). Using non-biased key variables and collecting data sets of higher quality are the most effective ways to mitigate
the effects of bias problems caused by representation and measurement (Baker & Hawn, 2021).

The recommendations offered in various fields to reduce bias in AI results are very similar (Bagaric et al., 2022;
Baker & Hawn, 2021; IFOW, 2020). For AI to provide more objective inferences, the outputs should be integrated into
human decisions as part of the current situation. Statistical methods should be used to monitor the algorithm output to
detect possible biases. All social groups, particularly vulnerable groups, should be involved in algorithm development
and revision processes, feedback should be solicited continuously, and inferences should not be drawn from incomplete
data. The careful implementation of these precautions is critical for reducing existing biases and raising awareness
when biased results are discovered.

Conversely, given the irresistible opportunities that AI systems will provide in the future, as well as the fact that they
are impossible to control, slow down, or stop, there has been an increasing discussion of the risks and threats that AI
systems may pose to humanity, as well as their achievements (Suleyman, 2023). Meanwhile, because smart systems are
likely to cause more complex problems than bias, especially as their cognitive abilities increase in the coming years, it
is critical to understand their impact on our lives and societies.
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