Abstract

Artificial Intelligence (AI) technologies are rapidly advancing and causing deep-seated transformations in all aspects of life. In particular, the widespread adoption of generative AI systems like ChatGPT is taking this transformation to even more dramatic dimensions. In this context, the most comprehensive impact is observed in educational systems. Educational systems, on one hand, are faced with the urgent need to rapidly restructure education in response to skill changes in professions caused by the proliferation of such systems in the labor market. On the other hand, challenging questions arise about whether and to what extent these systems should be integrated into education, how they should be integrated if at all, and how ethical issues arising from AI systems can be addressed. This study evaluates the potential benefits and possible risks of using AI systems in educational systems from the perspectives of students, teachers, and education administrators. The systematic review considered the relevant studies on the potential benefits and risks of AI in diverse academic databases. Therefore, the study discusses the potential uses of AI systems in education, as well as the risks they may pose. Policy recommendations are developed to maximize the benefits of AI systems while mitigating the ethical and other issues they may cause. Additionally, the study emphasizes the importance of increasing AI literacy for all education stakeholders. It suggests that raising awareness of both the benefits and ethical issues caused by AI systems can contribute to enhancing the benefits of these systems in education while minimizing their potential harms.
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INTRODUCTION

Artificial Intelligence (AI) technologies are widely used in various aspects of life. Particularly, the introduction of generative AI systems like ChatGPT has led to deep-seated changes in systems across all fields, causing significant transformations in labor markets and, consequently, in areas ranging from education to healthcare, economics to security (Acemoğlu & Restrepo, 2018; Frank et al., 2019; Perc, Özer, & Hojnik, 2019). AI and data-driven smart systems, continually expanding as they complement each other, have resulted in people now living within an AI ecosystem composed of such socio-technical systems. The AI ecosystem has leveraged human-machine interaction to another level (Crawford & Calo, 2016; Harari, 2017; Süleyman, 2023). In fact, at this point, there is a discussion of a 'machine culture' generated or mediated by machines within AI ecosystems (Brinkmann et al., 2023).

At this point, discussions on the profound changes by AI systems in life, as well as the problems they have caused or may cause in the near future, are intensively debated (Süleyman, 2023). Data protection and privacy are at the forefront of these discussions, as the development of these systems by a limited number of institutions increases the control risks within the AI ecosystem (Boyd & Crawford, 2012). On the other hand, issues in the training data used during the learning process of AI systems reproduce existing biases in society and pose a risk of perpetuating inequalities (Aquino, 2023; Ulsicane & Aden, 2023). There is also a vigorous debate about the necessity for AI systems to consider ethical and moral values; otherwise, it may lead to other societal conflicts such as the perpetuation of biases (Rahwan, 2018; Stahl, 2023).

In short, it is emphasized that dramatic harms can occur in societies in all areas where AI systems are used, such as education, health, security, etc., when these systems do not take into account ethical and societal values. It is highlighted that from the design phase to the implementation phase, AI systems must consider ethical and moral values to align their behaviors with societal values (Rahwan, 2018; O'Neil, 2016; Piano, 2020; Stahl, 2023; Suleyman, 2023).

Education systems are directly and profoundly affected by this transformation. The first dimension of this impact is closely related to how education systems can rapidly respond to the radical and continuous changes in the skill sets demanded by the labor market (Acemoğlu & Restrepo, 2018; Frank et al., 2019). At this point, significant transformations are taking place in labor, with some professions disappearing, the required skill sets for continuing professions being updated, and even new occupations emerging in the labor market (Arntz et al., 2016; Aghion & Howitt, 1990; 1994; Bartelsman et al., 2004; Frank et al., 2019; Pajarinen et al., 2015).

Education systems, on one hand, are responding to the rapid and profound changes in the dynamics of the labor market, while on the other hand, they are facing a much different challenge of how these systems can be used in education, dealing with the ethical and other complications that their use may bring. AI systems, especially generative AI systems like ChatGPT, have the potential to significantly transform educational environments. This potential encompasses almost all areas, from changes in learning environments to the use of supplementary resources, from the student's learning processes to school management policies, and from measurement and evaluation approaches to the teacher's role in the classroom (Chen et al., 2022; Chiu, 2023; Grassini, 2023; Lo, 2023; Rudolph et al., 2023).

Therefore, in this study, we address the potential uses of AI systems in education and the risks they may pose. Additionally, we are developing policy recommendations aimed at maximizing the benefits of AI systems while mitigating the effects of ethical and other issues they may cause.

The advantages and risks of AI applications, which have a profound impact on education, will also provide important insights into these two dimensions. Furthermore, Farrokhnia et al. (2023) conducted a SWOT analysis of the effects of ChatGPT that provides important insights. According to the study findings, ChatGPT has strengths and benefits in that the answers it generates are extremely relevant to the information requested, that it is open to continuous development based on new information, that it differentiates the answers by taking previous answers into account when creating the answers, and that it can create answers associated with the inputs by taking into account complex inputs. A number of risks and threats are presented by GhatGPT in the same study, including that students are not able to gain a deep understanding due to the limited information provided by GhatGPT, that it reduces academic integrity, it reproduces content that may violate equal opportunity in education through the training data, as well as that it does not appear to be identical to any other information. It has been demonstrated that his constant quoting from sources has led to plagiarism accusations (Cotton, Cotton & Shipway, 2023), and that superficializing information limits the development of high-level cognitive skills. According to the same study, ChatGPT offers an array of educational opportunities, including the development of personalized...
educational materials, the acceleration of information access, the provision of materials that can support complex learning, as well as reducing teacher workloads.

From a teacher's perspective, Humble and Mozelius (2019) conducted a SWOT analysis of artificial intelligence-based applications. According to this study, AI-supported applications are especially useful for meeting personal learning needs, are capable of transferring school education into the digital realm, and can serve as the basis for digital systems that provide students with rapid and personal feedback. As a result of this study, the weakness of the applications was demonstrated in the following way: the AI-based software that is used in education quickly compiles existing text and data and outputs it to the students with little innovation, and it is difficult to determine which biases and errors have contributed to the results obtained. According to this study, if teachers are not sufficiently knowledgeable about the structure and benefits of AI applications, they may direct their students too much toward these applications if they are not sufficiently informed. They are open to continuous development, so they may replace teachers who provide educational support, as well as reducing students' capacity to learn independently and conduct research. There has been some concern expressed regarding the possibility of reducing high-level and in-depth thinking skills.

A SWOT analysis of AI applications in higher education was conducted by Denecke, Glauser, and Reichenpfader (2023) from the perspectives of academics and students. The study found that the main advantages of AI applications are the ability to provide personalized learning opportunities, the ability to easily perform repetitive tasks, and the ability to provide students with interesting learning materials. In contrast, it has been argued that these applications may provide significant errors in terms of their results and feedback, as well as expanding the bias associated with the texts on which they are based. It has been noted, however, that the greatest threat to these applications is the need for teachers and academics to receive training in order to be able to use these applications effectively, that ethical principles must be included in this training, and that there may be violations of privacy rights and personal rights in the data sets that the applications use.

METHOD

This study is designed within the qualitative research perspective with a systematic review of the papers and reports on potential benefits and risks of AI in education. Systematic reviews allow authors to evaluate the previous data and research and contribute to the literature with recent developments for a more comprehensive perspective on any subject (Newman & Gough, 2020). Within this scope, the secondary data, findings and reviews on the AI and education are included as an extension to SWOT analyses of AI-based applications such as ChatGPT in an educational context. Major studies considering the relationship between AI with education in a critical context are considered. The study used document analysis to cover the topic, allowing researcher(s) to evaluate the elaborate scientific studies and current materials on related subject(s) (Morgan, 2021). In this manner, the potential benefits and risks of AI systems on students, teachers, and education administrators are identified. Subsequently, steps to increase these benefits and mitigate risks for students, teachers, and education administrators are outlined, along with the development of macro-level education policies.

SYSTEMATIC REVIEW

Potential Benefits

AI systems provide numerous alternatives to assist and support the responsibilities of students, teachers, and education administrators. One of the most significant potentials of AI systems is their ability to support learning in a personalized and adaptive manner (Zawacki-Richter et al., 2019). The active use of supportive mechanisms in education is possible at all stages within this context. Such systems can monitor the real-time learning process and emotional state of each student, supporting personalized adaptive learning (PAL) (Peng et al., 2019). Generative AI systems like ChatGPT have the potential to advance and enhance the PAL approach to a greater extent (Rudolph et al., 2023).

Teachers now have increased options for enhancing their educational environments with supplementary materials, starting from preparing lesson plans (Atlas, 2023). With this new situation, there is a radical change in teachers’ workloads. While conventional workloads decrease, teachers are required to focus more on the personal development of individual students in the classroom. Moreover, they have the potential to create a much more innovative and interactive learning environment, moving away from conventional settings (Rudolph et al., 2023).

Teachers can actively use AI systems in preparing teaching materials, creating exams, conducting assessments, providing feedback to students, and developing interactive and innovative learning scenarios
Similarly, the potential for AI systems to provide new perspectives in artistic fields such as poetry, music, and correcting English texts, ChatGPT enhances these options (Fitria, 2023). For this purpose, platforms supporting students in learning new languages and opportunities for teachers to enrich teaching materials for such purposes increasingly common (Rudolph et al., 2023). As a result, classroom time can be used much more efficiently (Lo, 2023). Specifically, the use of ChatGPT enables the generation and utilization of interactive scenarios that support students' collaborative problem-solving abilities (Rudolph et al., 2023). These systems, especially with ChatGPT usage, enhance students' potential for collaboration with peers, allowing for group discussions in projects and increasing opportunities for real-time feedback (Gilson et al., 2023; Kasneci et al., 2023; Lo, 2023). AI applications also facilitate the interaction between humans and machines, as well as between humans within a digital context (Seo et al., 2021). The AI enables more repetitive tasks to be completed easily, as well as providing more opportunities for creative and complex tasks (UNESCO, 2019). Furthermore, AI may also learn the level of students in a group and present diverse and individual options tailored to the needs of each individual and group (Bhutoria, 2022; Kamalov et al., 2023). In this context, radical changes are also occurring in the assessment and evaluation of students, despite the many shortcomings of AI systems in this area. AI systems offer different options for assessing and evaluating students' assignments and exams (Babitha & Sushma, 2022; Conijn et al., 2023). Additionally, teachers can use these systems to create open-ended questions and provide rapid feedback. Automated or semi-automated assessment systems can be established to provide feedback to enhance students' learning outcomes (Kasneci et al., 2023; Sok & Heng, 2023).

In schools, various systems commonly used for assessing essay writing, such as Automated Essay Scoring (AES), Automated Writing Evaluation (AWE), and Automated Written Corrective Feedback (AWCF), can now be integrated into a single system (Koltovskaia, 2020; Rodolph et al., 2023). Consequently, feedback mechanisms are strengthened, particularly to help students improve their writing skills after assessment (Garcia-Gorrostieta et al., 2018; Nazari et al., 2021; Rudolph et al., 2023; Zawacki-Richter et al., 2019).

One of the most significant potential applications of AI systems is the easy identification of a student's development and challenges (Grassini, 2023; Kasneci et al., 2023). This makes it easier for the teacher to contribute to overcoming these challenges for the student. In this stage, teachers can use these systems to create personalized support materials for the student, allowing for the active utilization of individualized support mechanisms for each student (Trojer et al., 2022).

Similarly, students are actively using AI systems in their educational journeys. The amount of assistance students receive from AI systems in preparing assignments and presentations is increasing day by day, and the use of these systems for such purposes is becoming more widespread. Especially with the language translation support of these systems, students not only access educational materials in their own country but also have the opportunity to access and translate materials from other countries in this context (Grassini, 2023). In other words, not only can resource limitations be overcome, but also the access to compensatory and development-supporting resources for the student's own shortcomings is increased. In fact, this opportunity is not limited to the population of school-age individuals; it can also address the lifelong education and development needs of adults. A similar potential exists for teachers in their professional development. These systems have the potential to continuously support the professional development of teachers (Chiu, 2023).

The increasing capabilities of Generative AI systems, particularly in Large Language Models (LLM), are influencing foreign language education (Grassini, 2023; Kasneci et al., 2023; Wang et al., 2023). As a result, both platforms supporting students in learning new languages and opportunities for teachers to enrich teaching materials for this purpose are on the rise. Specifically, while options like Grammarly and Wordtune are widely used for correcting English texts, ChatGPT enhances these options (Fitria, 2021; Koltovskaia, 2020; Rodolph et al., 2023). Similarly, the potential for AI systems to provide new perspectives in artistic fields such as poetry, music, and
painting is increasing, enriching education in these areas (Elgammal et al., 2017; Gangadharbatla, 2022; Köbis & Mossink, 2021; Rubinstein, 2020).

AI systems also have the potential to be used in educational management. With these systems, updating education policies both at the school level and systematically based on real data has become much easier (Chiu, 2023). These systems can assist students in selecting courses/activities based on their preferences, determine the likelihood of attending these courses/activities, and aid school administrations in decision-making and recommendations (Tsai et al., 2020; Villegas-Ch et al., 2020; Chiu, 2023).

A number of stakeholders within the field of education have stated that AI applications can be beneficial to the education process in a variety of ways. First and foremost, it has been repeatedly stressed that these applications have the potential to meet individual learning needs, as well as to develop support materials and respond to learning needs outside of the classroom (Bhutoria, 2022; Chen, Chen & Lin, 2020). AI applications have the greatest potential in this regard since they are capable of providing 'personal feedback,' which is one of the most important needs in schools. The use of artificial intelligence applications has opened up a new era, particularly in the field of assessment (Farazouli et al., 2023; Kamalov, Santandreu & Gurrib, 2023). By determining individual learning needs, assessment opportunities have been developed that better address these needs. Thus, systems are now available that are capable of automatically scoring written answers of students and producing results comparable to those of human raters (Mizumoto & Eguchi, 2023; Ramesh & Sanampudi, 2021). With the use of artificial intelligence, it is possible to create platforms which facilitate the work of education stakeholders in evaluating applications and cater to their personal requirements. The use of these technologies has also found great application in foreign language teaching, as recently demonstrated by LLM's support.

**Potential Risks**

In the previous section, while addressing the potential offered or soon to be offered by AI systems in improving the quality of education, in this section, the risks associated with this use are discussed. Privacy and data protection come at the forefront of these risks. It is critically important to safeguard the data generated for both students and teachers during the active use of AI systems in education. The compromise and misuse of this data for non-educational purposes pose greater risks (Kasneci et al., 2023; Tili et al., 2023). Especially, being captured and utilized by commercial recommendation algorithms carries the risk of restricting individuals' lifelong freedom.

One of the foremost risks is the inequalities in accessing AI systems. Disparities in digital literacy both between countries and within each country, and furthermore, inequalities in access to digital technologies, will result in only a segment of society benefiting from the advantages these systems offer (Cotton et al., 2023; Grassini, 2023). This risk is not limited to students but also applies to teachers (Rudolph et al., 2023). In particular, inadequate digital literacy among teachers or their lack of awareness or reluctance to use such technological capabilities will disadvantage educational environments compared to teachers who make use of these opportunities (Dignum, 2021). Thus, while the advantaged continuously increase their advantages with the contribution of these systems, disadvantages accumulate, leading to additional disadvantages and perpetuating inequalities. Considering that the most significant issue in educational systems is the increasing inequalities with the Matthew effect (Stanovich, 1986; Özer, 2023a; Özer, 2023b; Suna et al., 2020; 2021; Suna & Özer, 2022), the risk of these inequalities becoming insurmountable with generative AI systems is now a challenging problem (Chiu, 2023; Dignum, 2021).

Beyond general digital literacy inequalities, there are serious disparities related to AI literacy. While students rapidly address this deficiency due to the advantages it provides them, most teachers perceive this literacy as associated with technology teachers, and even in this context, school administrators are seen as the most disadvantaged group (Chiu, 2023). In such a situation, it will not be possible to consistently manage the transformations caused by AI systems in schools.

AI systems deeply impact the learning and education processes for both students and teachers. As mentioned above, these systems can provide very positive support mechanisms. The challenge lies in how and to what extent these systems are used. Transferring all the load on these systems, instead of being supportive aids is considered to have negative effects on students' development, skill acquisition, critical thinking, problem-solving skills, and research and thinking skills (Kasneci et al., 2023; Mhlanga, 2023; Shiri, 2023, Sok & Heng, 2023). On the other hand, it is warned that exams entirely prepared by these systems may not fully meet the learning objectives, potentially leading to deficiencies in learning outcomes (AI-Worafi et al., 2023).
For students, the riskiest situation is the potential consequences of not using these systems consciously and ethically in the education process. Having students complete all their assignments using these systems not only raises ethical issues but can also mask a lack of learning (Halaweh, 2023; Skavronsksaya et al., 2023). Thus, students might jeopardize their learning and accelerate their corruption by developing behaviors that undermine respect for labor, such as plagiarism. Therefore, the number of platforms aimed at detecting such ethical issues has been continuously increasing in recent times (Naik et al., 2015). Despite often being insufficient due to the continuous development of AI systems, significant investments are being made in this field to strengthen the value of original work in the education sector (Basic et al., 2023; Grassini, 2023; Katz et al., 2023).

Another risk related to this is the inadequacy of the existing measurement and evaluation approaches used in education (Chiu, 2023). New approaches are needed to assess and evaluate efforts accurately and determine the contribution of these systems to student performance (Farrokhnia et al., 2023; Lo, 2023; Rudolph et al., 2023; Tili et al., 2023). Otherwise, there is a risk of rewarding students who use these systems unethically. Students who actively use AI systems for assignments or projects may receive higher grades than their peers who do not use these systems (Sok & Heng, 2023). Especially considering the inadequacies of existing programs used to identify students who complete their entire assignments with the help of these systems or to determine the similarity rates of generated texts, the situation becomes even more dramatic (Lo, 2023). Moreover, due to the risk of grading of unsuccessful students as successful with the support of these systems, their failures can be masked, depriving them of the opportunity to benefit from timely supportive feedback mechanisms to compensate for their deficiencies (Grassini, 2023; Lo, 2023).

Another risk, especially with the widespread adoption of generative AI systems like ChatGPT, is that the information generated for each lesson in education becomes more comprehensive and interdisciplinary (Miao & Ahn, 2023). In this new situation, it is no longer sufficient for teachers to be equipped only in their own fields; they are expected to be knowledgeable in the intersection areas of their fields with other disciplines and provide teaching with a much more interdisciplinary approach in the classroom (Chiu, 2023; Dignum, 2021). Otherwise, the teacher may be inadequate in dealing with this information in the classroom.

In this context, another risk is the proliferation of biases in the outputs generated by AI systems. As known, these systems learn from data influenced by societal relationships, and biases based on factors such as religion, gender, race, and culture in the data they use for learning can directly infect the system, thus embedded in their results. Therefore, it is not possible for every generated piece of information to be up-to-date, accurate, and reliable (Lo, 2023). For instance, an AI system trained on a dataset consisting of articles and works from a specific population can exhibit bias in evaluating the works produced by students outside of that population (Grassini, 2023; Mbakwe et al., 2023). On the other hand, numerous inaccuracies have been identified in bibliographic information produced by such systems (Lo, 2023; King, 2023; Mogali, 2023). If not corrected, there is a risk that these biases can be further exacerbated and institutionalized through the education system.

The active use of AI systems in education and the transfer of the workload to students through these systems, combined with teachers actively utilizing these systems, pose a risk of leading to new employment approaches by inaccurately assessing teacher efforts and reducing the need for teachers (De Cremer et al., 2021; Grassini, 2023; Howard, 2019). However, in the new situation, teachers are actually experiencing a shift not only in conventional workloads but also towards increased workloads as they adapt their focus to the new environment. This shift involves preparing innovative lesson plans and materials, with a particular emphasis on personalized education (Sok & Heng, 2023). In other words, teachers now have to spend a significant portion of their time enriching educational environments with new systems and focusing on reviewing students' work and providing feedback (Rudolph et al., 2023).

The strongest consensus in the literature regarding the risks associated with AI applications relates to concerns regarding data privacy violations (Huang, 2023; Marshall et al., 2022). Despite the fact that AI applications, specifically ChatGPT, were not developed to use verbatim texts, the fact that the algorithms produce results using these texts has led to many debates about the nature of the data used. This has led to ChatGPT being accused of 'democratizing plagiarism' by Welle (2023), and it was highlighted that the data underlying the algorithms are essentially intellectual property. It is also important to note that academic integrity is another risk that is frequently mentioned in this respect. Furthermore, if students use these technologies to answer exam questions, they may also become dependent on the competence of AI applications without clearly demonstrating their capabilities. Thus, commonly used applications, such as ChatGPT, have become capable of passing some exams successfully (Mehrabian & Zariat, 2023), raising questions about the validity of these digital evaluations. The application standards are being updated to include stricter security measures for digital evaluations. AI
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applications also present the risk of furthering the existing digital inequalities in society and falling further behind, especially in light of the fact that socioeconomically disadvantaged groups are not as likely to benefit from these technologies as their peers (Bulathwela et al., 2024). A technology such as artificial intelligence may serve as a tool to increase existing inequalities if disadvantaged groups are not supported and unable to make effective use of these technologies. Lastly, AI-based technologies may be able to reduce the need for teachers, and it was suggested that these technologies should not be considered an alternative to teachers.

**DISCUSSION & CONCLUSION**

AI systems deeply impact various aspects of life, bringing about radical transformations as their usage becomes more widespread. One of the areas with significant potential is education. Education systems not only face the challenge of rapidly responding to new skill demands in labor markets due to the proliferation of AI systems and automation but also grapple with the issue of how to ethically and effectively integrate AI systems into existing education systems. In this context, this study evaluates the potential benefits and risks of using AI systems in education.

At this point, instead of banning these types of systems in education and learning environments to prevent potential risks, the focus should be on how to integrate them into the system efficiently, promote equality, and, most importantly, do so in an ethical manner. The rapid and widespread use of ChatGPT, especially among students, shortly after its introduction, calls for urgent measures to enhance its effective use and alleviate potential risks. Those who use these systems will not only have advantages during their educational journey but also, when entering the workforce, will be much more advantageous compared to those who do not use these systems.

One of the most crucial stages in the integration of AI systems into the education system is the recognition of the assistive systems used by both students and teachers, as well as institutions. Therefore, educational systems must first reach a consensus with all stakeholders on how these systems can be beneficially used in education and what steps should be taken to prevent potential risks. Otherwise, efficient use of such systems and prevention of unethical usage will not be possible.

In the active use of AI systems in education, as well as in other fields, the ‘responsible AI’ approach, which considers ethical and moral values from the design stage to implementation, data protection, and privacy, should be adopted (Dignum, 2021). In this context, Stahl (2023) suggests re-evaluating the AI ecosystem, which consists of socio-technical systems and includes education, in the context of ‘responsible AI.’ He proposes placing all steps, from the transparency and accountability of the ecosystem to its alignment with ethical and moral values, under a framework of ‘meta-responsibility in the ecosystem.’ Therefore, just like in every application within the AI ecosystem, each AI system's processes, from design to implementation, data protection to privacy, should be conducted in a socially value-sensitive manner when used in education (Crawford & Calo, 2016).

In this context, perhaps the most crucial step to be taken is to increase the digital literacy and AI literacy of students, teachers, and education administrators. The importance of digital literacy, especially after the Covid-19 pandemic, and how it can deepen existing inequalities in education have been observed (Özer et al., 2020; Özer & Suna, 2020; Özer et al., 2022). Therefore, initiatives to enhance the digital literacy of students and teachers have the potential to reduce inequalities. Additionally, strengthening the IT infrastructure of schools will further enhance this potential. However, AI literacy in education is relatively new. Thus, there is a risk that inequalities in AI literacy may deepen educational inequalities with the use of AI systems in education. Therefore, comprehensive steps to increase AI literacy should be taken by all stakeholders in education. This way, awareness of how AI systems can be beneficial in education, the problems they can cause, and the ethical framework of their use will increase among all stakeholders in education (Chiu, 2023; Zawacki-Richter et al., 2019).

Certainly, the first step in this regard is to update teacher training programs in higher education. This way, it will be possible to train the next generation of educators who are familiar with such technologies, aware of their risks, and equipped with the skills to use them (Grassini, 2023). Teachers starting their careers with the knowledge and skills acquired through this education will contribute to the healthier implementation of these processes. Additionally, existing teachers in the education system need to undergo comprehensive in-service training in this context (Chiu, 2023; Yau et al., 2022). Similarly, school administrators should receive ongoing training on the potentials and risks of these systems. Thus, teachers and education administrators will not only be aware of the benefits these systems can bring to education and learn how to use them in their work but also act more consciously in the face of potential risks. On the other hand, the use of generative AI systems, especially those like ChatGPT, makes it essential to adopt a more inclusive and interdisciplinary perspective for every subject. Therefore, it is
crucial for teachers to gain an interdisciplinary perspective related to their fields and continuously update relevant skills to ensure synchronization (Chiu, 2023).

AI systems have long been known to have a bias issue and can reproduce biases based on societal factors such as religion, culture, gender, race, etc., through training data. Therefore, careful attention is needed to address these biases when using such systems in education. Otherwise, the risk of these biases becoming widespread and persistent through the use of such approaches in education increases. Additionally, considering that the responses generated by these systems are not always accurate and reliable, it is essential to support students with new skills, such as media literacy, that encourage them to verify the accuracy of this information (Chiu, 2023).

One of the profound changes that should be implemented in education systems is the transformation of existing assessment and evaluation approaches to be more robust and accurate after the use of AI systems. However, this transformation should go beyond being a one-time change; it should be continuous. Given the continuous and dramatically evolving nature of AI systems, each new approach will need constant updates. Particularly, taking serious steps to measure the extent to which students contribute to the preparation of their assignments will also reduce unethical behavior among students. Similarly, accurate measurement and evaluation of performances are crucial. One of the significant challenges in this context is the potential masking of failures for students who are actually unsuccessful due to these systems. This problem could delay interventions that could compensate for failures, leading to the perpetuation of failures and potentially increasing unexpected absenteeism and dropout rates.

Finally, the increasing use of AI systems in the education system requires rapid changes in the role of teachers in education. The role of teachers is gradually evolving towards process management. In fact, the workload and responsibilities of teachers have significantly increased. The transition from conventional teaching to new approaches is particularly challenging for teachers. Teachers are expected to learn and actively use new systems in the context of all their benefits and limitations. While teachers are expected to incorporate these systems into the learning environment interactively and innovatively, they also need to actively and adaptively support the development of each student. In particular, they should be able to actively monitor and track to what extent each student completes assignments and projects with the help of these systems. Therefore, the responsibilities of teachers have significantly increased at this point. Hence, ensuring that this evolution is carried out correctly and swiftly can prevent misconceptions about the inadequacy of the teacher's role, ultimately avoiding cutbacks in employment due to questioning the need for teachers.
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