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Abstract: The purpose of this study is to examine the effect of missing data 

imputation methods, namely regression imputation (RI), multiple imputation (MI) 

and k-nearest neighbor (kNN) on differential item functioning (DIF). In this regard, 

the datasets used in the research were created by deleting some of the data via the 

missing completely at random mechanism from the complete datasets obtained 

from 600 students in Türkiye, the United Kingdom, the USA, New Zealand and 

Australia, who answered booklets 14 and 15 from the PISA 2018 science literacy 

test. Data imputation was applied to the datasets through missing data using RI, MI 

and kNN methods and DIF analysis was performed on all datasets in terms of 

language and gender variables via Lord’s χ2 method, Raju’s area measurement 

method and item response theory likelihood ratio method. DIF results from the 

complete datasets were taken as a reference and they were compared with the 

results from other datasets. As a result of the research, values close to 10% of 

accurate imputation were achieved in the RI method depending on language and 

gen-der variables. In MI and kNN methods, results closest to the complete datasets 

were obtained at a rate of 5% depending on the language variable. In the MI 

method, inaccurate results were obtained in all proportions in terms of the gender 

variable. For the gender variable, the kNN method gave accurate results at rates of 

5% and 10%. 

1. INTRODUCTION 

Tests developed for the purpose of detecting cognitive or affective characteristics of individuals 

such as intelligence, achievement, and attitude can be used in many educational studies. 

According to the scores obtained from the tests used in the field of education, it is possible to 

examine how much individuals have the characteristics planned to be measured and evaluations 

can be made based on the results obtained, and important decisions can be raised about 

individuals (Uyar, 2015; Yılmaz, 2021). 

International monitoring studies in education, such as the Program for International Student 

Assessment (PISA), make it possible for countries to compare their educational status with 

other countries (MEB, 2019). Thanks to these studies, countries evaluate their education 

systems and create appropriate policies. PISA is a study conducted in three-year cycles, aimed 

at evaluating the ability of students aged 15 to reflect the knowledge and skills they have 
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acquired in daily life by measuring their science literacy, mathematics literacy and reading skills 

(MEB, 2019). 

Science literacy assesses individuals’ ability to engage with science-related topics and scientific 

phenomena. Individuals who have acquired science literacy should have the ability to explain 

events in a scientific way, design and evaluate scientific work, stand willing to demonstrate 

their ability to interpret data and evidence scientifically (OECD, 2019). 

There are 3 types of information in science literacy: content, method, and epistemic 

information. PISA focuses on the capacity of 15-year-old students to reveal these types of 

information in an appropriate way in personal, local, national, and global situations (OECD, 

2019). As a result of the PISA application, the knowledge and skill levels of students in a 

country can be compared with students in other participating countries. At the same time, 

standards are established to raise the education levels of countries, and the strengths and 

weaknesses of education systems can be identified (Taş et al., 2016). Based on this, it can be 

said that some important inferences can be made about education thanks to studies in education 

such as PISA. For this reason, to make correct inferences, first, accurate results should be 

obtained from the studies. Among the reasons for making inaccurate comments and corrections 

on the research results are the decrease in the validity of the research results and the negative 

impact on validity. Validity is one of the most important features expected in measurement 

tools and DIF is one of the factors that cause a decrease in validity (Sırgacı & Çakan, 2020). 

In the tests applied in the field of education, individuals at the same ability level are expected 

to get the same scores from the test items. When individuals in different groups at the same 

ability level score differently on test items, this indicates that the items are biased towards one 

group. To determine this bias, differential item functioning analyses are performed on the 

dataset (Atar et al., 2021, p. 419). DIF analyses assume that the same characteristics of 

individuals in different subgroups are measured in a test. The goal here is to distinguish between 

real differences between groups and measurement bias (Kalaycıoğlu & Kelecioğlu, 2011). In 

order to perform DIF analyses, subgroups are first determined in terms of the variables such as 

language, gender, and race. The responses to the test items should not differ according to these 

predetermined subgroups but should differ according to the ability levels of individuals. One of 

the subgroups is selected as the focus group and the other as the reference group. The responses 

of the individuals to the test items are compared in the focus group and the reference group. If 

the probability of answering an item correctly differs from one subgroup to another, it is stated 

that there is DIF in that item (Dogan et al., 2005). There are some situations that cause DIF in 

an item. These situations include socio-economic level, comprehensibility of the item, 

curriculum, poor translation, item writing, the relationship between the content and language 

of the item and culture, the meaning inferred from the item, and differences in sentence structure 

(Van de Vijver & Tanzer, 1997). DIF can be analyzed with methods based on item response 

theory and classical test theory. 

Item Response Theory (IRT) consists of a mathematical model indicating the relationship 

between an individual’s observable performance on a test and the latent traits or abilities that 

are thought to underlie this performance (Hambleton & Swaminathan, 2013, p. 9).  With this 

theory, it is stated that under the assumptions of unidimensionality, local independence, and 

model-data fit, the estimation of ability parameters can be performed independently of the 

properties of the items and the estimation of item parameters can be obtained independently of 

the sample of the study (Gültekin & Demirtaşlı, 2020). In item response theory, the 

qualifications of the individuals in the study are first determined.  Then, scores are estimated 

for individuals with the relevant qualifications. Thanks to these estimated scores, the test 

performance of the individual answering the items is determined (Lord & Novick, 2008, p. 

359). Item response theory is based on two basic structures: 
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The latent traits or competencies of individuals can be identified by the performance of 

respondents on test items.  

The relationship between the competencies of the individuals answering the items and their 

responses to the items can be expressed by a non-linear function called the item characteristic 

function (Hambleton et al., 1991, p. 110). 

The most important difference between item response theory and classical test theory is that in 

CTT, ability levels are ignored, and a common estimate of measurement precision is used, 

which is assumed to be equal for all individuals, whereas in IRT, the latent ability value affects 

measurement precision (Jabrayilov et al., 2016). 

To perform DIF analyses based on IRT, unidimensionality and local independence assumptions 

must be met, and model data fit must be ensured. Unidimensionality is the measurement of a 

single latent ability of the items included in the test (Hambleton & Swaminathan, 2013, p. 16). 

Local independence is explained in the form that the item scores of the study group consisting 

of individuals with the same ability level are independent of each other (Lord & Novick, 2008, 

p. 361). There are many IRT models available. The widely used unidimensional IRT models 

are distinguished from each other according to the number of item parameters, and these models 

are named according to the number of those parameters (Hambleton et al., 1991, p. 12). 

Logistics models are divided into three: the one-parameter logistic model (1PL), the two-

parameter logistic model (2PL), and the three-parameter logistic model (3PL). In the one-

parameter logistic model (1PL), only the item difficulty parameter is estimated (Hambleton et 

al., 1991, p. 13). In the two-parameter logistic model (2PL), the item discrimination parameter 

is estimated in addition to the item difficulty parameter (Hambleton et al., 1991, p. 15). In the 

three-parameter logistic model (3PL), the chance parameter is estimated in addition to the item 

discrimination and item difficulty parameters (Hambleton et al., 1991, p. 17). 

There are many methods to perform DIF analyses based on IRT. Three of the methods 

mentioned below were used in this study. 

Lord’s χ2 method: In Lord’s χ2 method, the variance and covariance of the focus and reference 

groups are calculated to detect DIF, and these values are scaled for comparison. These scaled 

values are calculated using Lord’s χ2 method. At the next stage, the null hypothesis is tested by 

comparing it with critical values and it is decided whether the difference exists (Cromwell, 

2002). According to Lord’s χ2 method, the fact that there is a difference between the focus and 

reference group item parameters of an item indicates that the item functions in a different way. 

In other words, for an item to contain DIF, the probabilities of individuals with the same ability 

level in different groups to respond correctly to the relevant item must differ (Kim et al., 1994). 

Raju’s area measurement method: In Raju’s area measurement method, it is checked whether 

the area value between the item characteristic curves of two different groups at the same ability 

level is different from zero, or whether the curves overlap. If the curves overlap, in other words, 

if the area value measured between the curves is zero, it indicates that the item does not contain 

DIF (Başusta, 2013). The fact that there is an area between the ICC indicates that the item works 

differently for the two groups and that the item contains DIF (Raju, 1990). 

Item Response Theory Likelihood Ratio method: In this method, the hypothesis of a difference 

between focus and reference group item parameters is checked. In this respect, restricted and 

generalized models are created, and the ratios of these models are compared (Atalay et al., 

2012). In other words, the significance of the differences in the likelihood ratio values obtained 

to determine the model-data fit of the restricted and generalized model is tested (Thissen, 2001). 

The restricted model assumes that the item parameters are the same for the reference and focus 

groups. In contrast, in the generalized model, it is assumed that the parameters of an item are 

different for each group while the parameters for the other items are equal. The restricted model 

is created separately for each item in the study and proportioned to the extended model (Gök et 

al., 2014). 
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As with every statistical analysis finding, DIF findings are also affected by the structure and 

characteristics of the data, such as missing data and outliers. 

Missing data is defined as the difference between the data intended to be observed and the 

observed data (Longford, 2005, p. 13). There are many reasons for the occurrence of missing 

data. For example, missing data may exist due to some individuals in the sample not answering 

the questions unconsciously, participants preferring not to answer the questions, participants 

leaving the study before it is completed, problems arising during data collection or problems 

arising from the data collection tool, and due to errors made during data entry (Osborne, 2013, 

pp. 106-108). 

Missing data can cause some problems: It can create bias in the estimations in statistical 

analyses, reduce the power of the analysis and lead to higher standard error values due to lack 

of information. Furthermore, frequently used statistical methods cannot be applied to datasets 

with missing data leading to improper use of assessable resources (Peng et al., 2006). 

In order to make accurate predictions in research, a solution to the problem of missing data 

should be found before proceeding with the analysis. In this direction, researches may consider 

solutions such as including new values in the data, not including cells with missing data in the 

dataset, making predictions about missing data and imputing approximate values instead of 

missing data (Çüm & Gelbal, 2015). 

To impute values to missing data, it is necessary to choose the appropriate imputation method. 

For this purpose, firstly, the structure of the missing data is examined, and the appropriate 

imputation method is selected. Missing data can occur in three different mechanisms: missing 

completely at random (MCAR), missing at random (MAR) and missing not at random 

(MNAR): 

MCAR is defined as missing data that is not affected by the variable in which the missing data 

is located and is not caused by other variables such as language or gender (Çüm et al., 2018). 

For example, if the missing values in a dataset consisting of students’ answers to exam questions 

do not differ for students with high or low scores, or if any other variable did not have an effect 

on the missing values, it can be said that the missing data are distributed completely at random 

(MCAR). 

MAR means that the missing data for a variable are not caused by that variable but by the effect 

of one or more other variables in the model (Enders, 2010, p. 6).  For example, the fact that the 

missing data in the variable consisting of students' answers to the exam questions do not differ 

according to the high or low scores obtained, but the effect of one or more other variables on 

the losses shows that the missing data are randomly distributed. 

MNAR is defined as the probability that having missing data in a variable is related to the values 

of the relevant variable even after controlling other variables. In other words, the probability of 

missing data affects the variable with missing values (Enders, 2010, p. 8). For example, the fact 

that the missing values obtained from the variable including students’ answers to the exam 

questions differ for individuals with high or low scores but are not affected by other variables 

shows that missing data are distributed not at random (MNAR). 

There are methods suitable for missing data mechanisms. Among these methods, the ones used 

in the research are explained below: 

Regression Imputation (RI) Method: In the regression imputation method, a regression equation 

is first established that predicts the missing data from the complete data. Then, estimated values 

are created, and these values are substituted for the missing data to obtain a complete dataset 

(Enders, 2010, p. 44).  Regression imputation provides unbiased parameter estimates in MCAR 

and MAR missing data mechanisms (Baraldi & Enders, 2010). This method has some negative 

features: Since the missing data are estimated based on the complete data, results close to the 

other data will be obtained. Therefore, results similar to the real data will not be obtained. And 
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the variance will decrease because the data obtained by regression imputation make predictions 

close to the average. When the independent variables are not good, this method will reach the 

same results as the mean imputation method because it will not be able to predict the missing 

data accurately. Finally, this method cannot be used when the value obtained with the regression 

imputation method is not within the data value range (Tabachnick & Fidell, 2013, p. 68).  

Multiple imputation (MI) Method: In this method, the missing data imputation process takes 

place in three steps. In the first step, m (m>1) complete datasets are created. In the second step, 

m different datasets are analysed with standard methods. Finally, the results of the analyses are 

combined to form a single dataset (Schafer & Graham, 2002). In this method, missing data 

imputation is iterated at least 2 times and there is no limit to the number of iterations. A large 

number of imputations with the MI method reduces the standard error (Schafer & Olsen, 1998). 

This method makes accurate inferences even in MAR and MNAR mechanisms (Van Buuren, 

2018, p. 48). 

K-Nearest Neighbor Method (kNN): In this method, data imputation is performed by distance-

based classification (Cihan, 2018). The kNN method imputes missing data in four stages. In the 

first stage, the distances between the target data and other data are calculated. In the second 

stage, these distances are ranked, and in the third stage, the k smallest values between the ranked 

distances are taken. In the last stage, the target data is imputed to the most repeated class among 

the k values (Altay, 2016). The characteristics of all groups should be identified in advance. 

The effectiveness of the k-nearest neighbor method is affected by some conditions. The number 

of neighbors, threshold value, similarity measurement and sufficient number of normal actions 

in the learning set can be given as examples (Çalışkan & Soğukpınar, 2008). 

Like many statistical methods, DIF analyses are also affected by the existence of missing data 

since they are developed for complete datasets. Therefore, if there is missing data in the dataset, 

the missing data problem should be solved with appropriate methods and the dataset should be 

made complete before proceeding to DIF analysis. A review of the literature reveals that there 

are few studies on the effect of missing data imputation methods on DIF. In the studies 

examining the effect of missing data imputation methods on DIF, it has been found out that DIF 

methods based on CTT are generally used or DIF methods based on CTT are compared with 

DIF methods based on IRT (Dinçsoy, 2022; Emenogu et al., 2010; Garrett, 2009; Robitzsch & 

Rupp, 2009; Selvi & Alıcı, 2018; Tamcı, 2018). The fact that DIF methods based on IRT are 

not generally used in the studies revealed that conducting a study on DIF methods based on IRT 

would contribute to the literature. At the same time, because of this study, it is aimed to enable 

the selection of appropriate imputation methods for future IRT-based DIF analyses. Based on 

this objective, this study examines the effects of regression imputation (RI), multiple imputation 

(MI), k-nearest neighbor (kNN) methods on DIF detection through Lord’s χ2, Raju’s area 

measurement, item response theory likelihood ratio methods.  

2. METHOD 

2.1. Research Model 

This research aims to examine the effect of regression imputation (RI), multiple imputation 

(MI), and k-nearest neighbor (kNN) methods on DDIF to deal with missing data in a dataset 

containing missing values at different rates considering the variables of language and gender 

using Lord’s χ2, Raju’s area measurement and item response theory likelihood ratio methods. 

For this reason, a descriptive survey model was used in the study. The descriptive survey model 

examines existing phenomena in terms of conditions, practices, beliefs, processes, 

relationships, or trends (Salaria, 2012). 

2.2. Study Group 

International studies such as the Programme for International Student Assessment (PISA) 

conducted by the Organisation for Economic Cooperation and Development (OECD) allow 
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comparing the performance of students in different countries (Taş et al., 2016). To carry out 

DIF analyses in terms of the language variable in the study, PISA 2018 data from different 

countries were used in this study. Accordingly, the study group of the research consists of 

students who answered the PISA 2018 science literacy test.  600.000 students participated in 

PISA 2018, representing approximately 32 million students in the 15-age group from 79 

participating countries and economies (OECD, 2019). For the study, Türkiye and the countries 

that use English as their mother tongue, one of the languages in which the PISA 2018 tests were 

developed, were selected to conduct DIF analyses for the language variable. In the selection of 

the countries whose mother tongue is English, attention was paid to pick the ones with the 

closest science averages to each other. For this reason, the United Kingdom, the United States, 

New Zealand, and Australia were included in this study. In PISA 2018, 6.890 students from 

Türkiye, 13.818 students from the United Kingdom, 4.838 students from the United States, 

6.173 students from New Zealand, and 14.273 students from Australia participated (OECD, 

2019). 

Sample sizes with equal focal and reference groups reduce the error rates of DIF detection 

methods based on IRT (Sünbül & Sünbül, 2016).  Thus, as many native English speakers as the 

number of native Turkish speakers were included in the analysis through simple random 

sampling. There were 530 students from Türkiye who participated in PISA 2018 answering 

booklets 14 and 15. Since 300 students out of 530 students had the complete responds, those 

300 students from Türkiye were included in the study. Accordingly, out of 1.756 students from 

native English-speaking countries who answered the items in booklets 14 and 15 and had 

complete respondst, 300 of them were chosen for the analysis by simple random sampling 

method. A total of 600 students from Türkiye, the United Kingdom, the United States, New 

Zealand, and Australia were included in the analysis. When the literature was examined, it was 

seen that the sample size of the focus and reference groups should be larger than 200 in the 

analyses related to DIF because it is important in obtaining accurate results (Jodoin & Gierl, 

2001; Rogers & Swaminathan, 1993). Based on this, it can be stated that accurate DIF results 

can be obtained from the analyses when the sample is examined. Table 1 shows the distribution 

of individuals in the study group by country and gender with science test means of countries. 

Table 1. Distribution of individuals in the study group by country and gender and science means of 

countries. 

Country Female Male Total Mean Science Literacy 

Australia 41 70 121 503 

United Kingdom 37 53 90 505 

New Zealand 18 23 41 508 

Türkiye 147 153 300 468 

USA 22 26 48 502 

Total 283 317 600  

 

When Table 1 is examined, there are 121 students (41 female and 70 male) from Australia in 

the dataset. There are 90 students (37 female and 53 male) from the United Kingdom; 41 

students (18 female and 23 male) from New Zealand; 300 students (147 female and 153 male) 

from Türkiye, and 48 students (22 female and 26 male) from the USA.  The dataset of the study 

consisted of 600 students comprising 283 females and 317 males. When the mean science 

literacy scores of the countries are analysed, Australia has a mean score of 503, the United 

Kingdom 505, New Zealand 508, Türkiye 468, and the USA 502.  
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2.3. Data Collection Tools 

This study was conducted on booklets numbered 14 and 15, which have the highest number of 

common items among the booklets used for Turkish and English languages in the PISA 2018 

application and which provide content validity. The booklets included in the study had a total 

of 20 common items, 5 open-ended and 15 multiple-choice items. Correct answers were coded 

as “1” and incorrect answers were coded as “0”. In the items with partially correct answers, 

incorrect answers were coded as “1”, partially correct answers as “11” and “12”, and correct 

answers as "21". The answers with the codes “5, 6, 7, 8, 9, 96, 97, 98, 99” were included in the 

analysis with the missing data code as in the PISA 2018 codebook. In the item numbered 

DS657Q04C with partially correct answers, answers coded “21” were coded as “1”; answers 

coded “1”, “11” and “12” were coded as “0” and included in the analysis. The data for PISA 

2018 were published on the OECD website in 2019 (https://www.oecd.org/pisa/data/). Table 2 

provides information about the items included in the study. 

Table 2. Science literacy items used in the analysis. 

Item Unit Scientific competencies Content 

CS466Q01S Forest Fires Evaluate and design scientific enquiry Physical 

CS466Q07S Forest Fires Evaluate and design scientific enquiry Physical 

CS256Q01S Spoons Explain phenomena scientifically Physical 

DS326Q01C Milk Interpret data and evidence scientifically Living 

DS326Q02C Milk Interpret data and evidence scientifically Living 

CS326Q03S Milk Interpret data and evidence scientifically Living 

CS326Q04S Milk Interpret data and evidence scientifically Physical 

CS602Q01S Urban Heat Island Effect Interpret data and evidence scientifically Earth and Space 

CS602Q02S Urban Heat Island Effect Explain phenomena scientifically Earth and Space 

DS602Q03C Urban Heat Island Effect Explain phenomena scientifically Physical 

CS602Q04S Urban Heat Island Effect Interpret data and evidence scientifically Living 

CS603Q03S 
Elephants and Acacia 

Trees 
Explain phenomena scientifically Living 

DS603Q02C 
Elephants and Acacia 

Trees 
Evaluate and design scientific enquiry Living 

CS603Q03S 
Elephants and Acacia 

Trees 
Explain phenomena scientifically Living 

CS603Q03S 
Elephants and Acacia 

Trees 
Explain phenomena scientifically Living 

CS603Q05S 
Elephants and Acacia 

Trees 
Evaluate and design scientific enquiry Living 

CS657Q01S Invasive Species Explain phenomena scientifically Living 

CS657Q02S Invasive Species Explain phenomena scientifically Living 

CS657Q03S Invasive Species Interpret data and evidence scientifically Living 

DS657Q04C Invasive Species Explain phenomena scientifically Living 

When Table 2 is examined, it can be observed that the PISA 2018 science literacy test items 

included in the study are found in the units of forest fires, spoons, milk, urban heat island effect, 

elephants and acacia trees, and invasive species. The items measure the skills of evaluating and 

designing scientific research, explaining phenomena scientifically, and interpreting data and 

evidence scientifically. Physical, living, Earth and Space titles constitute the content areas of 

the items.  

 

file:///C:/Users/HP/AppData/Roaming/Microsoft/Word/(https:/www.oecd.org/pisa/data/)
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2.4. Data Analysis  

In the study, outliers and descriptive statistics were checked first via the IBM SPSS 26.0 

program. Then, confirmatory factor analysis was conducted with the “lavaan” package of the 

R Studio program to test the unidimensionality and local independence assumptions regarding 

IRT (Rosseel et al., 2017). R Studio program “ltm” package was used to examine model-data 

fit (Rizopoulos & Rizopoulos, 2018). The population heterogeneity of the dataset was examined 

with the “Equaltest MI” package of the R Studio program (Jiang et al., 2022). After reviewing 

the suitability of the dataset for analysis, four datasets with 5%, 10%, 20% and 30% of missing 

data suitable for the MCAR mechanism were created from the complete dataset with the R 

Studio program “MissMethods” package (Josse et al., 2022) and the missing data mechanisms 

of the datasets were checked with the IBM SPSS 26.0 program. In the following stage, the 

missing data were imputed via the RI and MI methods using the IBM SPSS 26.0 program and 

the kNN method using the R Studio program “VIM” (Templ et al., 2016) package. With the MI 

method, imputations were made by selecting 5 as the imputation number and 5 different datasets 

belonging to each missing data rate were obtained. For each dataset with missing data rates in 

the study, the average of the DIF analyses of the 5 imputations made with the MI method were 

combined in a common DIF result. DIF analyses were performed with Lord’s χ2, Raju’s area 

measurement and item response theory likelihood ratio methods using the R Studio program 

“difR” (Magis et al., 2015) package in terms of gender and language variables for the datasets 

completed by imputations via RI, MI, kNN methods. The values obtained from the complete 

datasets were taken as a reference and compared with the results obtained from the datasets in 

which missing data were imputed. 

2.4.1. Outliers 

Outliers are explained as data with values outside the usual values or extreme values (Çokluk 

et al., 2021, p. 2). Outliers can occur in two ways: univariate and multivariate. Univariate 

outliers can be detected by statistical methods such as converting all raw scores in the 

distribution into standard Z scores. For a subject to be an outlier, the Z value must be less than 

-3 and greater than +3 (Çokluk et al., 2021, p.14). To detect the univariate outliers in the dataset, 

the Z values were examined. As a result of the analysis conducted to detect the Z value, it was 

found that there are no univariate outliers in the dataset since a Z value less than -3 and greater 

than +3 was not detected. To determine the multivariate outliers, Mahalanobis Distance, which 

measures a single data distance from the center or sample mean in the space of the independent 

variable, is used. A Mahalanobis Distance value of p<0.001 indicates that multivariate outliers 

are present in the dataset (Çokluk et al., 2021, p.15). When the Mahalanobis Distance was 

examined for the dataset, the data with a value less than 0.001 could not be determined and it 

was seen that the multivariate outliers were not present in the dataset. 

2.4.2. Descriptive test statistics 

Some statistical options such as kurtosis and skewness coefficients can be used to assess the 

normality of the dataset. Skewness and kurtosis coefficients between +1 and -1 indicate that the 

group does not deviate excessively from the normal distribution (Çokluk et al., 2021, p. 16).  

In this study, internal consistency was tested by examining the Kuder Richardson-20 (KR-20) 

coefficient. A KR-20 reliability coefficient of 0.70 and above indicates that the internal 

consistency value is at an acceptable level (De Vellis, 2003, p. 95).  

In this section, the normality of the data was examined. Table 3 presents the findings related to 

the normality and reliability tests. 
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Table 3. Test statistics, normality tests and reliability coefficients related to sub-problems. 

 

Statistics 

Gender Language 

Female Male Turkish English 

Number of Students 283 317 300 300 

Mean 11.6 11.82 11.02 12 

Median 12 12 11 13 

Mode 9 15 11 15 

Standard Deviation 3.96 4.11 3.97 3.99 

Range 18 20 18 20 

Skewness -.0.31 -0.36 -0.08 -0.63 

Kurtosis  -0.60 -0.55 -0.63 -0.19 

KR-20 0.77 0.79 0.76 0.79 

 

When examining Table 3, it is evident that the measures of central tendency are relatively close 

to each other. Skewness and kurtosis coefficients are in the range of +1 and -1. This indicates 

that the distribution is close to normal (Çokluk et al., 2021, p. 16). The KR-20 reliability 

coefficients of 0.70 and above in all groups indicate that the reliability principle of the groups 

is met. 

2.4.3. Confirmatory factor analysis 

In this study, confirmatory factor analysis was performed on the complete dataset with the R 

Studio program “lavaan” package to examine whether the data has met the unidimensionality 

assumption (Rosseel et al., 2017). 

Table 4. Confirmatory factor analysis model data fit values. 

Indices Value 

SBχ2 222.31 

Degrees of freedom 167 

RMSEA 0.02 

SRMR 0.03 

TLI 0.94 

CFI 0.95 

As a result of confirmatory factor analysis, SBχ2, degrees of freedom, RMSEA, SRMR, TLI, 

and the CFI values were obtained and the unidimensionality assumption was checked based on 

these values. The Tucker and Lewis index (TLI) value above 0.97 indicates perfect fit, above 

0.95 indicates very good fit, and above 0.85 indicates acceptable fit. The standardized root mean 

square of residuals (SRMR) values close to 0 are considered excellent and values less than 0.05 

are considered good. The root mean square error of approximation (RMSEA) value is 

considered good when it is 0.05 and less, acceptable between 0.05 and 0.08, and poor when it 

is 0.10 and above. The comparative fit index (CFI) shows an acceptable fit between 0.95 and 

0.97 (Erdoğan, 2019). Based on this information, when Table 4 created as a result of 

confirmatory factor analysis is examined, it is determined that all values provide model-data 

fit. This shows that the unidimensionality assumption is met. 

Local independence is an assumption related to the unidimensionality assumption. If the 

unidimensionality assumption is met in a test, the items in the test also meet the local 

independence assumption (Hambleton & Swaminathan, 2013, p. 23). Accordingly, it can be 

stated that the items in the study meet the local independence assumption. 
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2.4.4. Population heterogeneity 

In this study, to determine the suitability of the dataset for the analysis, the population 

heterogeneity of the dataset was checked in terms of language and gender variables using the 

"Equaltest MI" package of the R Studio program (Jiang et al., 2022). To determine population 

heterogeneity, Model 5 and Model 6 were compared for equality in latent means. S-Bχ2(df), 

χ2/df, Δχ2(Δdf), RMSEA, ΔRMSEA goodness-of-fit indices of the models were taken into 

account during the comparison. A value range of 0 ≤χ2 /df≤ 2 indicates a good fit and a value 

range of 2 ≤χ2 /df≤ 3 indicates an acceptable fit. While a value range of 0≤RMSEA≤0.05 

indicates a good fit, and a value range of 0.05≤RMSEA≤0.08 indicates an acceptable fit 

(Schermelleh-Engel et al., 2003). In this study, the change between Model 5 and Model 6 was 

evaluated by considering ∆CFI≤0.01 and ∆RMSEA ≤0.01 (Taşkıran & Şenel, 2022). 

Table 5. Population heterogeneity fit indices of the dataset by language and gender variables. 

 Model S-B χ2(df) χ2 /df Δχ2 (Δdf) CFI ΔCFI RMSEA ΔRMSEA 

Language Model 5 618.41 (388) 1.75  0.77  0.05  

 Model 6 702.62 (391) 1.80 21.21(3) 0.75 0.01 0.05 0.00 

Gender Model 5 455.78 (388) 1.17  0.95  0.02  

 Model 6 458.91 (391) 1.17 3.12(3) 0.95 0.00 0.02 0.00 

p<0.05, Model 5 = Equality of variance, Model 6 = Equality of Latent Means 

When the χ2 /df indexes are examined in terms of the language variable in Table 5, the fact that 

Model 5 has a value of 1.75 and Model 6 has a value of 1.80 indicates that both models show a 

good fit. The ∆RMSEA value of 0 indicates that this fit index is at an acceptable level. Based 

on this, it can be said that there is a good fit between the models. When the ∆CFI fit index is 

examined, the fact that this value is 0.01 indicates that the fit index is at an acceptable level 

proving that there is a good fit between the models. 

Considering the χ2 /df  index in terms of the gender variable, Model 5 and Model 6 have a value 

of 1.17 indicating a good fit. ∆RMSEA value of 0 indicates that the fit index is at an acceptable 

level and there is a good fit between the models. A ∆CFI value of 0 indicates that the fit index 

is at an acceptable level and there is a good fit between the models. According to the results of 

the population heterogeneity analysis, it was determined that there was no difference between 

the latent means for both variables. 

2.4.5. Model-data fit 

In this study, model-data fit was examined through the “ltm” package in the R Studio program 

(Rizo-Poulos & Rizopoulos, 2018). For this reason, the likelihood ratio test (logLik), Akaike 

information criterion (AIC) and Bayesian information criterion (BIC) values were compared, 

and the p-value and degrees of freedom obtained as a result of ANOVA were analyzed. Table 

6 shows the results of the model-data fit analysis. 

Table 6. Model data fit comparison. 

Model logLig AIC BIC 
Number of 

Parameters 

degrees of 

freedom 
p 

Rasch-1PL -6681.39 13404.78 13497.11 14   

2PL -6632.76 13345.53 13521.40 14 19 0 

3PL -6620.33 13360.67 13624.48 16 20 0.20 

When Table 6 is examined, the fact that the p-value of the 3PL model is not significant (p>0.05) 

indicates that the model is not suitable for analysis. The fact that the loglik and AIC values of 

the 2PL model are smaller than the loglik and AIC values of the 1PL model indicates that the 

2PL model is suitable for the study. Although the fact that the BIC value of the 1PL model is 
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less than the 2PL model does not support this situation, the fact that the variance analysis result 

of the 2PL model is significant shows that 2PL model fits better than other models and as a 

result, the 2PL model is the appropriate model for the analysis. In the study, after factor analysis, 

population heterogeneity and model-data fits were examined, four datasets with 5%, 10%, 20% 

and 30% of missing data suitable for the MCAR mechanism were created from the complete 

dataset and the missing data mechanisms of the datasets were checked. In the next stage, the 

datasets were completed by imputing missing data using RI, MI and kNN methods. DIF 

analyses were performed on the newly obtained datasets with gender and language variables 

using Lord’s χ2 method, Raju’s area measurement method and item response theory likelihood 

ratio method. As a result of the analyses, items with a p-value below 0.05 and DIF finding in 

two of the three DIF methods were accepted to contain DIF. Accordingly, DIF analyses were 

performed on the complete dataset and datasets with missing data imputation. The values 

obtained from the complete datasets were compared with the results obtained by data 

imputation. 

3. FINDINGS 

In this section, the results of the DIF analyses are presented. In the analyses, Lord’s χ2 method, 

Raju’s area measurement method, and item response theory likelihood ratio method are applied 

for gender and language variables. The analyses were carried out on the complete dataset and 

the one with missing data. The missing dataset was completed by imputing 5%, 10%, 20%, and 

30% via RI, MI, and kNN methods. In Table 7, the DIF results obtained by Lord’s χ2 method, 

Raju’s area measurement method and item response theory likelihood ratio method from the 

complete dataset and the datasets completed by imputing 5%, 10%, 20% and 30% in terms of 

the language variable and Table 8 in terms of the gender variable are compared. If at least two 

of the three DIF detection methods used in the study showed DIF, the related item was 

considered to contain DIF. In Table 7 and Table 8, in the complete dataset and in the datasets 

completed with RI, MI, and kNN methods at the rates of 5%, 10%, 20%, and 30%, “DIF” was 

written in front of the items that showed DIF in at least two DIF detection methods and it was 

stated that the relevant item contained DIF. 

In Table 7, the items in the complete dataset and the datasets completed with RI, MI and kNN 

methods at 5%, 10%, 20% and 30% of rates were identified as DIF items in terms of the 

language variable using Lord’s 𝜒2 method, Raju’s area measurement method, and item response 

theory likelihood ratio method. If DIF was identified in at least two methods among the items 

in the datasets, it was accepted that the item contained DIF. Accordingly, DIF was detected in 

6 items (CS256Q01S, CS326Q04S, CS602Q01S, CS603Q01S, DS603Q02C, CS603Q03S) out 

of 20 items included in the analysis in the complete dataset.  

DIF was detected in 6 items (CS256Q01S, CS326Q04S, CS602Q01S, CS602Q02S, 

CS603Q03S, CS603Q04S) in the dataset that was imputed at 5% with the RI method. There 

was a 67% agreement between the complete dataset and the dataset completed by 5% with the 

RI method regarding items containing DIF. 

In the dataset completed 10% by the RI method, DIF was detected in 5 items (CS256Q01S, 

CS326Q04S, CS602Q01S, S603Q02C, CS603Q03S). Based on this, 83% agreement was found 

between the items with DIF in the complete dataset and those with DIF in the dataset completed 

10% with the RI method.  

In the dataset with 20% missing data imputation by the RI method, DIF was found in 3 items 

(DS603Q02C, CS603Q03S, CS603Q04S). Between the complete dataset and the dataset 

completed by the RI method at the rate of 20%, the rate of the same items containing DIF was 

determined as 33%. 
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In the dataset completed 30% with the RI method, DIF was found in 2 items (CS603Q03S, 

CS603Q05S). The probability of the same items containing DIF was found to be 17% in the 

dataset in which 30% of the data were imputed by the RI method. 

DIF was detected in 6 items (CS326Q04S, CS602Q01S, CS603Q01S, DS603Q02C, 

CS603Q03S, CS603Q04S) in the dataset completed 5% with the MI method.  It was observed 

that 83% of the items with DIF in the complete dataset also contained DIF in the one completed 

5% with the MI method. 

Table 7. Findings of item response theory-based differential item functioning (Lord’s 𝜒2, Raju’s area 

measurement, item response theory likelihood ratio) analysis of complete dataset and datasets with 

different ratios of missing data and completed with different imputation methods (regression imputation, 

multiple imputation and k-nearest neighbor method) in terms of the language variable. 

 DIF Status 

 

 

Item 

RI Method                                   MI Method                             kNN Method 

complete 

dataset 
5% 10% 20% 30% 5% 10% 20% 30% 5% 10% 20% 30% 

CS466Q01S              

CS466Q07S              

CS256Q01S DIF DIF DIF       DIF    

DS326Q01C        DIF      

DS326Q02C         DIF     

CS326Q03S         DIF   DIF  

CS326Q04S DIF DIF DIF   DIF DIF DIF DIF DIF DIF DIF DIF 

CS602Q01S DIF DIF DIF   DIF DIF DIF DIF DIF DIF DIF DIF 

CS602Q02S  DIF            

DS602Q03C              

CS602Q04S              

CS603Q01S DIF     DIF        

DS603Q02C DIF  DIF DIF  DIF  DIF  DIF  DIF  

CS603Q03S DIF DIF DIF DIF DIF DIF DIF DIF DIF DIF DIF DIF DIF 

CS603Q04S  DIF  DIF  DIF      DIF DIF 

CS603Q05S     DIF         

CS657Q01S            DIF  

CS657Q02S             DIF 

CS657Q03S              

DS657Q04C         DIF     

 

DIF was detected in 3 items (CS326Q04S, CS602Q01S, CS603Q03S) in the dataset that was 

made complete by imputing 10% of data with the MI method. 50% of the items with DIF in the 

complete dataset also showed DIF in the dataset with 10% of data imputation by the MI method.  

In the dataset, where 20% of the missing data was imputed with the MI method, DIF was 

observed in 5 items (DS326Q01C, CS326Q04S, CS602Q01S, DS603Q02C, CS603Q03S). 

67% of the items detected DIF in the complete dataset contain DIF in the dataset with 20% of 

data imputation by the MI method. 

In the dataset completed 30% with the MI method, DIF was detected in 6 items, including items 

numbered DS326Q02C, C6S326Q03S, CS326Q04S, CS602Q01S, CS603Q03S, DS657Q04C. 

50% of the items containing DIF in the complete dataset also contain DIF in the one completed 

30% with the MI method. 
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It was observed that 5 items (CS256Q01S, CS326Q04S, CS602Q01S, DS603Q02C, 

CS603Q03S) contained DIF in the dataset with 5% of imputation by the kNN method. It was 

found that the items containing DIF in the dataset completed by the kNN method at the rate of 

5% were the same items as 83% of the items detected DIF in the complete dataset. 

In the dataset completed 10% applying the kNN method, DIF was detected in 3 items: 

CS326Q04S, CS602Q01S, and CS603Q03S. 50% of the items with DIF in the full data set also 

showed DIF in the data set where 10% were assigned by the MP method.  

In the dataset with 20% missing data imputation by the kNN method, DIF was detected in 7 

items (C6S326Q03S, CS326Q04S, CS602Q01S, DS603Q02C, CS603Q03S, CS603Q04S, 

CS657Q01S). The ratio of the number of common items between the items containing DIF in 

the complete dataset and the items containing DIF in the dataset in which 20% of the data was 

imputed with the kNN method is 67%. 

5 items (CS326Q04S, CS602Q01S, CS603Q03S, CS603Q04S, CS657Q02S) contain DIF in 

the dataset completed by imputing 30% with the kNN method. 50% of the items with DIF in 

the complete dataset are compatible with the dataset made 30% complete by the kNN method. 

Table 8. Findings of item response theory-based differential item functioning (Lord’s 𝜒2, Raju’s area 

measurement, item response theory likelihood ratio) analysis of complete dataset and datasets with 

different ratios of missing data and completed with different imputation methods (regression imputation, 

multiple imputation and k-nearest neighbor method) in terms of the gender variable. 

DIF Status 

 

 

 

Item 

RI Method MI Method KNN Method 

complete 

dataset 
5% 10% 20% 30%  5% 10% 20% 30%  5% 10% 20% 30% 

CS466Q01S              

CS466Q07S              

CS256Q01S              

DS326Q01C              

DS326Q02C    DIF        DIF  

CS326Q03S            DIF  

CS326Q04S 

 

            

CS602Q01S              

CS602Q02S              

DS602Q03C              

CS602Q04S              

CS603Q01S DIF  DIF       DIF DIF   

DS603Q02C 

 

            

CS603Q03S              

CS603Q04S              

CS603Q05S              

CS657Q01S              

CS657Q02S              

CS657Q03S              

In Table 8, items showing DIF in terms of the gender variable were identified through Lord’s 

𝜒2 method, Raju’s area measurement method, and item response theory likelihood ratio method 

from the items in the complete dataset and the datasets completed with RI, MI and kNN 

methods at 5%, 10%, 20% and 30% of rates. If DIF was detected in at least two methods, it was 

accepted that the item contained DIF.  Based on this, DIF was found in the item DS603Q01S 

included in the analysis of the complete dataset.  



Ünal & Koğar                                                                     Int. J. Assess. Tools Educ., Vol. 11, No. 3, (2024) pp. 445–462 

 458 

DIF could not be determined in any item in the datasets completed by imputing 5% and 30% 

of missing data using the RI method. This shows that the DIF inclusion rate of the same items 

is 0% between the datasets with 5% and 30% of data imputation using the RI method and the 

complete dataset. 

The detection of DIF in the item CS603Q01S in the dataset completed at the rate of 10% by RI 

shows that the same item contains DIF both in the complete dataset and the dataset imputed 

10% by the RI method. DIF inclusion rate of the same items is 100% between the complete 

dataset and the one with %10 data imputation using the RI method. 

In the dataset, completed by imputing the missing data by the RI method at the rate of 20%, 

DIF was found in item DS326Q02C. This shows that the DIF inclusion rate of the same items 

is 0% between the dataset with 20% data imputation using the RI method and the complete 

dataset. 

DIF could not be determined in any item completed 5%, 10%, 20% and 30% by the MI method. 

The fact that there are no items containing DIF in the datasets completed 5%, 10%, 20% and 

30% with the MI method indicates that the DIF rate of the complete dataset and these datasets 

is 0% for the same items. 

In the datasets, completed by imputing 5% and 10% by the kNN method, it was found that the 

item CS603Q01S contained DIF. DIF inclusion rate of the same items is 100% between the 

datasets with 5% and 10% data imputation using the kNN method and the complete dataset. 

DIF was detected in 2 items (DS326Q02C, C6S326Q03S) in the dataset completed by the kNN 

method at the rate of 20%. The DIF rate of the same items is 0% between the complete dataset 

and the dataset with %20 data imputation using the kNN method. 

It was determined that DIF was not observed in any item in the dataset in which 30% of the 

missing data were imputed by the kNN method and that different DIF findings were obtained 

with the complete dataset. There was a 0% agreement between the complete dataset and the 

dataset completed 30% by the kNN method. 

4. DISCUSSION and CONCLUSION 

In this study, we examined how DIF results obtained with Lord’s 𝜒2, Raju’s area measurement 

and item response theory likelihood ratio methods change according to the missing data rate 

using the language and gender variables in the datasets completed by imputing 5%, 10%, 20% 

and 30% of data using RI, MI and kNN methods.  In this regard, the study was conducted on 

PISA 2018 science literacy test items. 

As a result of the analyses, it can be stated that the use of different languages by the individuals 

responding to the relevant items increases the probability of the items containing DIF because 

DIF was observed in 6 out of 20 items in the complete dataset regarding the language variable. 

Observing DIF in 1 out of 20 items in terms of the gender variable in the complete dataset, it 

can be said that the gender of individuals affects the probability of DIF. With the RI method, 

the closest result to the complete dataset using the language variable was obtained at a rate of 

10%. While better results were obtained at 5% compared to 20% and 30%, the worst result was 

obtained at 30%. By the gender variable in the completed datasets with the RI method, accurate 

results were obtained at 10%, while inaccurate results were obtained at 5%, 20% and 30%. In 

the MI method, the closest result to the complete dataset was obtained at 5% in terms of the 

language variable while more accurate predictions were made at 20% compared to 10% and 

30%. Tamcı (2019) suggested that the MI method should be used when the missing data rate is 

high. Dinçsoy (2022) found that the MI method was successful in detecting DIF at 10% and 

20% of missing data. In the MI method, inaccurate results were obtained at 5%, 10%, 20% and 

30% with the gender variable. With the kNN method, values close to the complete dataset were 

obtained at 5% by the language variable while the most accurate results were obtained after 5% 

at 20%. DIF was poorly predicted at 10% and 30% rates compared to other rates. The kNN 
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method obtained accurate results at 5% and 10% of missing data rates regarding the gender 

variable, but inaccurate results were obtained at 20% and 30% of rates. Based on the results of 

the study, it can be said that the RI method can be used to make imputations at a 10% missing 

data rate in future studies analyzing DIF based on IRT by the variables of language and gender. 

It can be suggested that the RI method should not be used at 5%, 20% and 30% of missing data 

rates. In terms of the language variable, it can be recommended that MI and kNN methods can 

be used at a rate of 5% in DIF analysis based on IRT, but these methods should not be used at 

10%, 20% and 30% of missing data rates. Since inaccurate results will be obtained with the MI 

method at 5%, 10%, 20% and 30% by the gender variable, it may be recommended to prefer 

different missing data imputation methods. It can be suggested that the kNN method can be 

used in the dataset with 5% and 10% of missing data for the gender variable, but this method 

should not be preferred at 20% and 30% rates. Since the sample size was kept constant in this 

study, missing data imputation methods with different sample sizes can be examined in future 

studies. In this study, missing data with the MCAR mechanism were used. In future studies, 

DIF analyses can be performed with missing data with MAR and MNAR mechanisms. 

There are some limitations in this study. It is limited to the use of regression imputation, 

multiple imputation and k-nearest neighbor imputation methods, and IRT-based Lord’s χ2 

method, Raju’s area measurement method and item response theory likelihood ratio method for 

DIF identification. Therefore, in future studies, different DIF detection methods based on IRT 

or CTT, different missing data imputation methods, and the effect of those imputation methods 

on DIF can be examined. 
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