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« It shows the advantages of the new techniques over the existing technique!
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Fermatean fuzzy set

ognition prmmple Some comparative analyses are prowded to ascertain the
of the new technlques of correlatlon coeffment under g-rung orthopalr fuzzy sets over

ty of decision-making. However, FS is constrained in that it only recognizes the degree
(DM). Consequently, a great deal of FS variants have been introduced, including
intuitionistic fuzzy set (IFS) [2], Pythagorean fuzzy set (PFS) [3, 4], Fermatean fuzzy set (FFS) [5, 6], and
g-rung orthopair fuzzy set (q-ROFS) [7]. The FS variants were added to increase FS's modeling capability.
To identify DM and degree of non-membership (DNM), IFSs used two values from the closed interval, I =
[0,1], such that their sum is less than or equal to one. A third parameter known as hesitation margin may
also be present. IFS is used in numerous fields [8-11]. IFS is unable to simulate scenarios for which the
sum of DM and DNM transcends one. In order to address such an issue, the concept of PFSs was presented
[3, 4].

With the use of PFSs, numerous real-world issues have been solved [12-19]. Conversely, PFS is unable to
simulate scenarios in which the aggregate of the squares for DM and DNM transcends 1. In order to manage
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this possible situation, the notion of FFSs was presented [5, 6]. It is distinguished by the characteristic that
the summation of DM and DNM's squares can exceed one, while the sum of their cubes is almost one.
Numerous FFS applications have been implemented using a variety of information measures [20-25]. The
concept of FFSs cannot be used to reduce the imprecision in systems if the sum of the cubes of DM and
DNM is greater than one. g-ROFSs [7] were introduced to address the shortcomings of IFSs, PFSs, and
FFSs. Due to g-ROFS's exceptional qualities, numerous researchers have studied it in-depth and produced
a vast amount of works, including multi-criteria decision-making (MCDM) [26—-29], measure theory [30,
31], graph theory [32—34], multi-attribute decision-making (MADM) [35], and many more.

One of the most often used indices in decision-making, pattern recognition, data analysis, machine learning,
and related fields is the idea correlation coefficient. Correlation analysis is a statisticagd technique for
establishing the relationship between two numerically measured continuous variables. a researcher
wants to find out if there could be a relationship between two variables, they use thi

Because of the imprecisions in data collection, the sense of correlation coefficj
[36], and stretched in view of the three parameters of IFSs [37]. Due to the s

-making situations
ating intuitionistic

innovative correlation coefficient for
rn recognition. nsidering DM, DNM, potency, and
lished some new directional correlation coefficients for
FSs with applications were introduced by Singh and
on coefficients have been studied from statistical

based on variance and coyéf® i ifghle method for CCg-ROFSs [56]. Lastly, two CCg-ROFSs

e i . [57] after they expanded upon the correlation coefficient
approaches in [37] and ta izses in clustering. However, we note certain shortcomings in the
i ]. Contrary to expectations, the performances of the existing CCq-

Devélopment of new CCq-ROFSs approaches, which can resolve the setbacks in the extant
methodologies with enhanced performance assessment.

iii.  Descriptions of the novel CCq-ROFSs techniques to demonstrate how well they align with
correlation coefficient properties.

iv.  Application of the new CCg-ROFSs approaches based on MCDM approach and recognition
principle, in medical diagnosis and employment processes.

v.  Comparative study using numerical samples to list the benefits of the innovative CCq-ROFSs
methodologies over the current CCq-ROFSs methodologies.
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The residual portions of the paper are systematized as follows: Section 2 dwells on the variant of FS; Section
3 summarizes some of the existing CCq-ROFSs techniques; Section 4 develops two new CCq-ROFSs
techniques, characterizes their properties, and addresses medical diagnosis and employment processes
based on the new CCqg-ROFSs techniques using the MCDM approach and recognition principle; Section 5
analyses the new CCg-ROFSs techniques in comparison to the existing CCg-ROFSs techniques; and
finally, Section 6 closes the paper with suggestions for further investigation.

2. PRELIMINARIES

This section reiterates certain variants of FS. We denote the finite non-empty set used in the paper by Q.

Definition 2.1 [2]. An IFS B in Q can be represented as:

B ={(quup(q),vp(a)) | qi € Q},

Definition 2.2 [4]. APFS P in Q is given by

P = {{qi, 1r(a), vp (@) | gfE 0}, 2.2)

fori =1,2,...,n, where up: Q — [0,1] denotes D,
P with

and vp: Q | denotes DNM of g; € Q to the set

Definition 2.3 [6]. A FF in Q is a structure having the form

i 1r(q:),ve(q:)): q; € Q}, (2.3)

re up: Q — [0,1] and vg: Q — [0,1] symbolize DM and DNM, respectively, with the

0 <ud(q) +vi(g) <1,vq €Q.

For any FFS F, the function mp(q;) defined by m:(g;) = 3\]1 — ud(q;) —vi(q,) is called the grade of
hesitancy of g; to F.

Definition 2.4 [7]. A q-ROFS represented by & in Q is defined by

# = {{9:.¢5(q), 15 () | q: € @}, (2.4)
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fori = 1,2,...,n, where the functions £z (q;),n5(q;) € [0,1] denote DM and DNM, respectively, of q; €
Q to the set § satisfying the property;

0<&5(q) +n5(q) <1Lr/q=1. (2.5)

The degree of indeterminacy 7z (q;) of g; in @ is given as:

m5(q) = [1 - &5(q) —np @) (2.6)

For easiness, (fgz(fh),mz(fh)) is the g-ROF number (g-ROFN), and is signified = (¢Ng). Figure 1

is the graphical representation of q-ROFS.
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We pres q-ROFNSs, in forms of basic operations, ordering, and score and accuracy
funct as follows
Defini 5. dSe p = (&,1), o1 = (é1,1n,) and @, = (&,,1,) are g-ROFNSs, and A > 0, then the

followin fundamental operations on g-ROFSs;

o1 P o, = (:/flr +& —&'E 771772),
i. g =(V1-a—-¢iy)

Definition 2.6. Assume %, and - are g-ROFNSs, then the ordering for the g-ROFNSs are:
o ForS(p,) = S(p2);
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i A(p1) > A2 if Py > 0,
i. A(@1) = A(p,) forp, = p,.
o S(Py)>S(pifp, > P
Definition 2.7. Assume % = (&,n) is a g-ROFN, then the score function, S(%) of & is described as:
NOEEICERIE DY @7

where S() € [0, 1]. In the same vein, the accuracy function, A(¢) of @ is given by:

A@) =&+ 1. (2.8)
3. CORRELATION COEFFICIENT UNDER g-ROFSs

Here, definitions of CCq-ROFSs under [0,1] and [—1,1] are represent€d. 7 P, are q-
ROFSs in Q = {q1, q2, --., q»}, then we present two definitions of C

Definition 3.1. The CCq-ROFSs %, and &, in [0,1] designatgd by easuring function,
p: $1 X P, — [0,1] with the properties:

I. P(Sz’hgz’z) = P(@z:@ﬂr

ii. p(P1,62) € [01],
iii. p($91.,8,) = lifandonlyif o,

designated by p, ($€1, §£-), is a measuring

3.1. Techniques of CCq-ROFSs

Here, we reiterate some existing techniques of computing CCq-ROFSs [54-57]. Suppose £, and &, are
two arbitrary g-ROFSs in Q = {q1, g3, ..., 4»}, then the existing CCq-ROFSs between &, and -, are listed
in what follows.

3.1.1. Du’s technique

In [54], a technique for computing CCq-ROFSs was introduced, which modified the approach in [36, 37].
The technique is;
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2r

2
( ?:1(5 %I(Qi)f%Z(Qi)"'ng%l(%)n%z(%))) forr > 1 (3.1)

374 (£ 2 a0+ n2 (a0 Ty (62 (an+nZ (ap)

.01(861'832) =

We observe that, this technique cannot reliably determine the correlation between the q-ROFSs as the
hesitation margin is left out. In addition, the method fails a condition of correlation metric.

Example 3.1. Suppose #1 = {{q1,0.1,0.2),(q,,0.2,0.1),{(q3, 0.29,0.0)} and P =
{{q1,0.1,0.3),{(q2,0.2,0.2),{q3,0.29,0.1)} are g-ROFSs in Q = {q1, 92, q3}. By applying the technique for
r = 4, we have p,($€1,,) = 1 although the g-ROFSs are not equal.

3.1.2. Singh and Ganie’s technique

An approach for computing CCq-ROFSs based on Pearson’s correlation i 6], which is;

Pz(@p@z) = %(91 + 6, + 65),
where
o — (65, @0~(5,) ¥em, @ \&,)
| = \

) >
)|

() ) (5, a0-(m5;) )] ,
: W)T)ZJ ?zl(ﬂézw‘(f‘z’z)r)zj

_ Xiz1mp,(q) e Yz, (q)
n vt T n 1

Z18p,(a) _ Zianp,(a) _ Xhimp,(a)
—n ’ng’Z_—n ’T[@Z_—n ,fOI‘r‘Zl.

3.1.3. Bashir et al.’s techniques

By adjusting the methods in [36, 37], Bashir et al. [57] presented new methods of CCq-ROFSs, which are;

(£ 5, @0 5, (ap+n, (a0mh, ()

max (Z1L, (£ 2 @)+ nZ (@0, Ty (§2) (@D +nZ @)

p3(H1,02) = (3.3)
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?:l(s‘ 5,ad$ 5, (@ +ng, (adng, (qi))

p4(P1,87) = :
J2a(6 8 @0+ v @0) 21 (2] o o)

(3.4)

for r > 1. It is noticed that, (3.1) equals (3.4) if r = 1. We observe that, these techniques omit the
hesitation margin and also fail a condition of correlation method. By applying the technique for r = 4 to
Example 3.1, we have p;($1, £2) = p.($1, $£-) = 1 although the g-ROFSs are not equal.

3.1.4. Li et al.’s techniques

In [55], two methods of working out CCq-ROFSs were established, which are reiterated as #gllows;

ps (81, 82) = (1 — 1)6; + 16,, .5)
where
o, — Tl 0055, ) (55, 005
£ =
JE (e, @o0-T5,) 3 (e, oy
B ?zl((ngl(qi)—ﬁ)(n[z,zﬁ—nm
977 - 2 \ 2
\/2?21(77821(%)—%) @\T5;)
for

forr >1and A€ [0,1].

Likewise,
(3.6)
where
o: (5, @0-55,) (65,00 -57,))
f —\2 —\2 \!
max( ?:1(5;7,1(%)-5@1) ) Z?:l(féz(qi)_fﬁz) )
0r = ?:1((775%1(%)—%)(7;5%2(qi)—m))
n - 2 2 \!
max(Zi (15, @0 -T;) + Ziea(n, @0 -75,) )
for

+— Y1 ép (@) _ Xitamp, ()

fg)l - n ! ‘r’g)l - n !
+— Y1 ép,(a) _ i1, ()
= T
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wherein r > 1 and 4 € [0,1]. We observe that, these techniques omit the hesitation margin and also fail a
condition of correlation method. By applying the technique for r =1 to Example 3.1, we have
ps(@1,92) = pe($1,$2) = 1 although the g-ROFSs are not equal.

4. RESULTS

Having presented the existing techniques of computing of CCq-ROFSs, we introduce some new approaches
of calculating CCq-ROFSs which improve the technique in [54, 57] in terms of reliability and accuracy.

4.1, Certain New Techniques of CCq-ROFSs

ROFSs between %, and $, is as follows:

(S48 3, 08 B, @0+, (@on, a+h, (@, @)

1
o j(z;;l £ (q)+nZ (ap+nZ (@) (T, (£ 2
P1($1,#2) = ( ' ' ! ) ( ’ 4.1)
B ( ?zl(f 5,@dé 5, (ad+ng (adng, (@),
314(£ 2 a0+ nZ (a+nZ (@) Ty (§2] (R,
forr > 1.
The second new technique of CCq-ROFSs betwegn &, and &, is given as follows:
. €5, @)é% Ons. (a)+my (qpmny (q))
,52(801;802) — 1( 1 2 §2 1 §2 ) (42)

\/Z?Zl(férl(q- nérl(qi)mgl(qi))

p1(#1,82) F0.9974 and p, (9, #€,) = 0.9947. For r =2, we have p,(#,,€,) =0.9997 and
P.($1,2) = 0.9992, and for r =3, we have p,(@,#€,) =0.99998 and p,(9,,#,) = 0.9999.
Although these g-ROFSs are similar, the new techniques are able to give distinct results that satisfy the
conditions of correlation coefficient.

By applying the new techniques, i.e., (4.1) and (4.2) for r =1 to Example 3.1, we §;(94,§€,) =
P2 (#1,$2) = 0.9183, in agreement with Remark 4.1. For r = 2, we have p,($€4,$,) = 0.9911 and
P2 (91, $2) = 0.9822. These results show that the new techniques are better than the techniques in [54, 55,
56, 57].

Now, we presents some properties of the new techniques as follow:
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Proposition 4.1. Suppose §€, and &, are g-ROFSs in Q. Then
i p1(P1,82) = p1(P2,£1),
. .52(551,852) = .52(352,351)-

Proof. By using the given hypothesis, we have

2
(Za(¢ 5, @0 5, @p+n, (aomy, @D+, (@D, (D)
514 (£ 2, a0+ nZ (@0 +7E, (@) ) Sy (827 (a0 +nZ) (a0 +72) (@)

,51(:@1;352) =

(zn (é’ pz(ql)é’pl(q1)+np2(ql)nm(ql)mm(ql)nm(ql)))
374 (820 (a0 +nZ) (ap+m2h (a0 T2y (¢ 2 @+ nZ, (ap+72 (a0

=p1($2,#1).

The verification of (ii) is related. Hence, the new techniques of £Cq

Proposition 4.2. Suppose £, and ., are g-ROFSs in Q.Zhen p#1, #- & P, = §,. Similarly,
P2(91,82) =1 = P, = P,

Proof. Suppose $, = £, then we have

L

ﬁ1(551:852) 2

2

R

QR

@, = §€,, then we have

(€2 () + nZ (@) + 12 (q)

JZ §Z (q) + 03 (q) +7r3r(ql)) ( " (q) + 13 (q) + 3 (q1)>

Conversely, suppose g, (#1,§#2) = 1, then it is straightforward that £, and g%, are equal.

Theorem 4.1. Suppose §, and @, are g-ROFSs in X. Then, 0 < p,(§1,§#,2) <1 and 0 < p,(§, P,) <
1.

Proof. Certainly, p,(#,$,) =0 and p,($€4,#€,) = 0. Now, we prove that g;($,#,) <1 and
P (91, 82) < 1. Let us assume that
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?:13(5%1(511') A XL 15502(611)_
g, (@) =T, Zizing, (@) = E,
?:1”;51(511') Z, X 1”502(‘71) =

Firstly, we show that 5, (¢4, ) < 1 as follows:
1
5> (Z2a(€ b, @€ §, (@ +n, @omfy, (ap+n, (@D, (D))"
5B ) = — B S a0 aonpy v wonf )]
(2748 2, a4, a+E, () Sy (821 (@04, () +7 (a0 )

£, @0 5, @D+, (@, @D+l (@D, (D)

Z? (& Z (a+nZ (q)+mf (ql))E? 1(Ep2(ql)+np2(ql)+n

L1(8 5,008 B, (@0 J+Es (n, (@om, (a0 421,

(Za(£ 2 o+ m2, (ap+mZ (ql))zzl (82 @pnz,

;
_ AB+TE+ZH )

((AZ+FZ+ZZ)(BZ+E2+H2))2

and by substracting 1 from bothside

ﬁ%r(@lr

72)(B2+E2+H2)

B+TE+ZH)%-(A%2+T2+Z2)(B%+E%+H?)
(A2+T2+47Z2)(B%2+E?+H?)

((a%+12+72)(B2+E2 +H2)-(AB+TE+ZH)?)
(A2+T2+272)(B2+E2+H?)

<0.

Thus, p2" (91, £2) < 1, and hence p; (1, £,) < 1 as desired.

Similarly, we have

2 (q) +nZ (q) + 72 (q)
ﬁz(&”:’pg’z) = ( ) 1

(1 (£ 2,000 + nZ (@) + 72 @) By (€270 +nE @) + 72 @) )
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L (65, (e 5, (a) + 5 (a5 (a) + 75, (475, (a)

(z, (f z (a)+ 2 (a)+ nfsﬁ(qi)) o (si{z (a) +% (a) + ﬂ?zﬁ(qi)))

N =

(85, @€ 5, (a0 )+ (n, (@0, @0 J+Eia (5, (adm, (@)

[

(Z2a(6 2 Cap+ mZ @+ (@) Sy (620 a0+, (@ +n2 (@)

AB+TE+ZH

T
((A2+12+22)(B2+E2+H2))?
Hence,

N (AB+TE+ZH)?
P2 (301: 302) - (A2+T2+472)(B2+E2+H?)’

and thus we get

20> =N 1 _ (AB4TE+ZH)?
p2 (801, 802) 1= (A2+4T2+472)(B2+E2+H?

_ (AB+TE+ZH)2-(AZ+

Cg-ROFSs methods in the employment process and disease
recognition principle, respectively.

ic ies on pattern recognition principle to identify the ailment patients, the idea
of co ioQ coeffigent is crucial. A patient's medical history, physical examinations, and laboratory tests
he, in@§jeate process of making a diagnosis. For a medical diagnosis, a more thorough
atient's conditions is crucial. The diagnostic process identifies the illness that
correspon i patient's signs and symptoms, or what is causing the patient's illness. Sick people
describe thel§®#Bnditions with symptoms (such as a fever, headache, stomachache, sore joints, etc.). Many
times, certairf symptoms are not specific at all. For example, patients with lung disease and patients with
heart disease may present with the same symptom, namely chest pain. Fuzzy logic is a suitable concept in
healthcare because of these complexities. However, g-rung orthopair fuzzy logic is the way to go in order
to obtain a trustworthy diagnosis, particularly by using the CCg-ROFs approach.

Experimental illustration

Here, we present a medical diagnosis via knowledge-based data set from common medical information.
Given that there is a g-rung orthopair fuzzy data (g-ROFD) of selected ailments such as typhoid fever,
malaria fever, stomach problem, viral fever, and chest problem as presented in Table 1. From basic medical
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information with regards to some related symptoms represented by a set, S = {53, S2, S3, S4, S5}, where the
elements of S represent temperature, headache, stomachache, cough, and chest ache, respectively.

Suppose five sick fellows approach a medical facility for medical diagnosis to decide their medical status,
and the sick fellows are manifesting some indications of high temperature, stomachache, cough, headache,
and chestache as seen in S. After a careful medical examination, the medical information of the patients are
captured in g-ROFD, presented in Table 2. For easiness, we present the patients as a set represented by
P; = {P;,P,, P3, Py}, and the ailments as a set, D; = {Dy, D,, D3, D,, D5}, where D, is malaria fever, D, is

viral fever, D5 is typhoid fever, D, is stomach problem, and Ds is chest problem, respectively.

Table 1. g-ROF Data of Some Ailments

Symptoms D, D,
S (0.7,0.2) (0.6,0.0)
S, (0.7,0.1) (0.5,0.3)
Ss3 (0.1,0.8) (0.2,0.7)
Sy (0.8,0.1) (0.5,0.3)
Ss (0.1,0.8) (0.2,0.7)

Table 2. q-ROF Patients’ Medical Information
Patients S S,

Py (0.8,0.1) (0.7,0.2)
P, (0.0,0.9) (0.5,0.4)
P; (0.9,0.0) (0.8,0.1) .1,0.
Py (0.6,0.1) (0.5,0.3) (0.4,0 (0.7,0.1) (0.4,0.5)

To obtain the diagnosis of the patients, the

coefficient between the sick folks and the ajymen

1. Find the hesitation margin of D; a
2. Compute the correlation of (Pi,ﬁj),
techniques of CCg-ROFSs
3. Foreachr/q=1,2,..,
medical status.

U=y

eachr/q = 1,2,3
greatest

techniques are deploy
using the steps below:
=1,2,...,10.
and j =1,2,3,4,5 using the innovative

ed to calculate the correlation

Table relati nt between P; and the Ailments
Sodfes of (P1,D,) (P1,D,) (P, D) (P,,Dy4) (P1,Ds)
.9869 0.9529 0.9073 0.4660 0.5638
r 0.9885 0.9593 0.9330 0.7109 0.7487
r= 0.9893 0.9779 0.9657 0.8822 0.8850
=4 0.9925 0.9892 0.9831 0.9474 0.9439
=5 0.9952 0.9946 0.9914 0.9737 0.9699
=6 0.9971 0.9972 0.9954 0.9854 0.9825
r=17 0.9982 0.9985 0.9974 0.9913 0.9892
=8 0.9989 0.9992 0.9985 0.9945 0.9930
r=9 0.9993 0.9995 0.9992 0.9964 0.9953
r=10 0.9996 0.9997 0.9995 0.9975 0.9968
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Table 4. Correlation Coefficient between P, and the Ailments

Scales of r (Py,D,) (Py,D,) (P2,D3) (Py,D,) (P2, D5)
r=1 0.5512 0.5976 0.7589 0.9697 0.5914
r=2 0.7493 0.8134 0.8625 0.9675 0.7518
r=3 0.8863 0.9244 0.9330 0.9726 0.8784
r=4 0.9450 0.9634 0.9646 0.9785 0.9361
r=>5 0.9707 0.9797 0.9797 0.9836 0.9632
r==6 0.9831 0.9877 0.9875 0.9876 0.9772
r=17 0.9895 0.9921 0.9920 0.9906 0.9851
r=28 0.9932 0.9947 0.9946 0.9930 0.9898
r=9 0.9955 0.9963 0.9963 0.9947 0.9929
r=10 0.9969 0.9974 0.9974

Table 5. Correlat

ion Coefficient be

tween P; and the Ailments

Scales of r (P3,D,) (P3,D,) (P3,D3)
r=1 0.8397 0.8685 0.8919
r=2 0.8898 0.9107
r=3 0.9325 0.9464
r=4 0.9595 0.9682
r=5 0.9751 0.9805
r==6 0.9842 0.9876
r=17 0.9897 0.9919
r=28 0.9931 0.9945 0.9892 0.9878
r=9 0.9953 0.996;( 0.9925 0.9916
r=10 0.9968 0.997 0.9947 0.9941
Table 6. Correlation Coefficient betwee
Scales of T (P4, D) (P4,D,) (P4,Ds)
r=1 0.9131 0.5871 0.6874
0.7991 0.8276
0.9144 0.9170
0.9579 0.9574
0.9769 0.9764
0.9863 0.9860
0.9914 0.9912
0.9943 0.9943
0.9962 0.9961
0.9973 0.9973
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from/Zviral fever. For the same reason in (i), patient P, is suffering from viral fever.
Notwithstanding, to achieve an effective therapy, it will be beneficial to also treat patient P, for
stomach problem.

iii.  Although for r = 1, patient P5 is suffering from typhoid fever, the patient have to be treated for
viral fever because the values of the correlation coefficient between the sick folk and viral fever is
the maximum for r = 2,3, ...,10. Besides, g-ROFS is very weak for r = 1.

iv.  Patient P, is suffering from viral fever as the correlation coefficient values between the sick folk
and viral fever is the maximum forr = 1,2, ...,10.

Similarly, the correlation coefficient values concerning each sick folks and each illnesses using our
second approach i.e., (4.2), are presented in Tables 7-10 and Figure 3.
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Table 7. Correlation Coefficient between P; and the Ailments

Scales of r (Py,D,) (P4, D,) (P4,D3) (Py,D,) (P4,D5)
r=1 0.9869 0.9529 0.9073 0.4660 0.5638
r=2 0.9772 0.9203 0.8705 0.5053 0.5605
r=3 0.9684 0.9353 0.9005 0.6865 0.6932
r=4 0.9705 0.9576 0.9341 0.8058 0.7938
r=5 0.9765 0.9734 0.9575 0.8750 0.8581
r==6 0.9825 0.9833 0.9726 0.9157 0.8994
r=17 0.9875 0.9894 0.9822 0.9407 0.9267
r=28 0.9912 0.9932 0.9884 0.9568 0.9455
r=9 0.9939 0.9956 0.9924 0.9676 0.9588
r=10 0.9958 0.9972 0.9950

Table 8. Correlat

ion Coefficient be

tween P, and the Ailments

Scales of r (Py,D,) (Py,D,) (P,,D3)
r=1 0.5512 0.5976 0.7589
r=2 0.5615 0.6616 0.7438
r=3 0.6962 0.7899 0.8121
r=4 0.7976 0.8616
r=5 0.8619 0.9027
r==6 0.9025 0.9284
r=17 0.9290 0.9459
r=28 0.9471 0.9583
r=9 0.9599 0.967K
r=10 0.9692 0.974

Table 9. Correlat

ion Coefficient betwee

Scales of (P3,D,) (P3,D4) (P3,D5)
r=1 0.8397 0.4539 0.4209
r=2 0.5121 0.4573
r=3 0.6430 0.6092
r=4 0.7427 0.7192
r=>5 0.8117 0.7929
r==6 0.8591 0.8437

=7 0.8925 0.8800
=8 . 0.9167 0.9068

. 0.9665 0.9602 0.9346 0.9270

0.9680 0.9737 0.9695 0.9482 0.9424

Table orrela)%oefficient between P, and the Ailments

(P4, D1) (P4, D) (P4, D3) (P4, Ds) (P4, Ds)

0.9131 0.9437 0.8396 0.5871 0.6874

r=2 0.8705 0.9462 0.8672 0.6385 0.6848
r=23 0.8886 0.9634 0.9189 0.7645 0.7711
r=4 0.9256 0.9780 0.9510 0.8419 0.8402
r=>5 0.9537 0.9877 0.9706 0.8896 0.8873
r==6 0.9715 0.9934 0.9823 0.9204 0.9188
r=17 0.9824 0.9966 0.9894 0.9411 0.9402
r=8 0.9891 0.9983 0.9935 0.9556 0.9551
r=9 0.9931 0.9991 0.9961 0.9659 0.9657
r=10 0.9957 0.9996 0.9976 0.9736 0.9734
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fever for r = 1,2, ...,5. However, for r = 6,7, ...,10, the same is
But because a q-ROFS is more fortified to restrain uncertainties as r

fever’because the values of the correlation coefficient between P; and viral fever is the maximum
forr = 2,3, ...,10. Besides, g-ROFS is very unreliable for r = 1.

iv. For r = 1,2, ...,10, patient P, is sicked of viral fever because the correlation coefficient values
between the sick folk and viral fever is the maximum.

To foreclose this section, it is needful to state that the diagnoses from both of the novel techniques of
CCq-ROFS are equal. However, our first technique produces better correlation coefficient by comparison.
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4.2.2. Employment process

In this section, we discuss employment process based on CCq-ROFSs using MCDM approach. Suppose a
firm desires to employ a worker, and many qualified applicants applied for the job. The challenge is how
to appoint a suitable worker to fill the vacancy where there are more than enough applicants for the
positions. The concept of q-ROFSs provides a reliable framework to handle such situation because of its
capability in handling hesitations.

Supposing there are some candidates, C;(i = 1,2, ...n) for a job position, and some qualifications R;(j =
1,,2,...,n) are required for the position. We form the decision matrices A, = {R;(C;)}axp, Where R;(C;) =
(C;;) represent g-rung orthopair fuzzy scores for the applicants C; (i = 1,2, ...
qualifications R; (j = 1,,2, ..., n) for the position.

MCDM Algorithm

Step 1. Devise the g-rung orthopair fuzzy decision matrix (qJROFDM) A,
panel.

Step 2. Compute the mean values of the scores from the m-man
decision matrix using

A, = ot (4.4)
Step 3. Obtain the normalized gROFDM, N = (C*;;)
scores, and N is defined by:
i (Cij) f nefit criterion of N
(Cipdaxp = { ) for §ost criterion of N (4.5)

Step 4. Calculate PIS (positive ideal solution), C* +,CS, ..., G} and NIS (negative ideal solution),

C-={C;,Cy,..,Ch by

(Rj)}) if R; is the benefit criterion

! (4.6)
X {nci(Rf)}) if R; is the cost criterion,

and

m c-(Rj)} , max {Uc.(Rj)}) if R; is the benefit criterion

' ' 4.7)
max {fci(Rj)} , min {nci(Rj)}) if R; is the cost criterion.
Step 5. C C;, C*)and p(C;, C7), respectively using the methods of CCg-ROFSs.
Step 6. Obtaifi the closeness coefficients for each applicants C; via:
. +
f(C)) = £t (48)

p(Ci, CH)+p(Ci CT)’
Step 7. Determine the best ranking of the candidates in declining order of the closeness coefficients.

Step 8. Decide the most suitable candidate for the employment based on the maximum closeness
coefficient.
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Suppose p(C;, C), p(C;, €7) € [—1,1], then we find p,in (Ci, C1), Prmax(Cir C1), pmin(Ci, €7), and
Pmax(C;, C7) to enhance the computations of

B+ — p(Cj, C+)_pmin(ci' chH
Pmax(Ci CH)=pmin(Ci, CFY'

(4.9)

p(Ci, C7)=pmin(Ci, €7)

B__

before computing the closeness coefficient in this form:

Application Example

team spirit, R; is hardworking, R, is academic fitness, and Rs i

£ (g

B+
) = pg

candidates are interviewed by 3-man panel, and the scores of the i

Table 11. Candidates and Qualification Scored by 3-Man Pa

- Pmax(Ci, CT)=Ppmin(Ci, €7)

, respectively. The

(4.10)

in Table 11.

d Qualification Scores

C Experience Team spirit Hardworking Accountability
ness
C, (0.2,0.5) (0.6,0.1) . (0.8,0.1) (0.5,0.2)
C, (0.3,0.6) (0.6,0.2) (0.7,0. (0.6,0.2) (0.65,0.3)
1% Gy (0.3,0.7) (0.6,0.1« (0.5,0.1) (0.5,0.2) (0.8,0.1)
Cy (0.4,0.6) (0.5,0.3) (0.8,0.1) (0.7,0.1) (0.6,0.3)
Cq (0.4,0.6) (0.6,0.2) (0.8,0.2) (0.5,0.2)
C, (0.3,0.7) (0.7,0. (0.5,0.1) (0.7,0.2) (0.6,0.3)
2"y (0.2,0.7) 4 (0.6,0.1) (0.7,0.3) (0.6,0.2) (0.7,0.2)
Cy (0.3,0.7) (0.8,0.2) (0.7,0.3) (0.8,0.1)
Cq (0.8,0.2) (0.7,0.2) (0.6,0.2)
C, (0.4,0.5) (0.6,0.3) (0.7,0.3)
3 Cs (0.8,0.1) (0.7,0.1) (0.6,0.1)
C, (0.75,0.1) (0.6,0.3) (0.8,0.1)
We apply (4.4) t the g-rung orthopair scores by the 3-man panel, and the outcomes are
in Table 22.

ce Team spirit Hardworking Academic Accountability
fitness
73,0.5667) (0.7,0.1333) (0.7,0.2) (0.7667,0.1667) (0.5333,0.2)
C, (0.3333,0.6333) | (0.6667,0.2) | (0.5333,0.2333) | (0.6333,0.2333) (0.65,0.3)
C; (0.2333,0.7333) | (0.5667,0.2) | (0.6667,0.1667) (0.6,0.1667) (0.7333,0.1333)
C, (0.2667,0.7) (0.6,0.2333) | (0.7833,0.1333) | (0.667,0.2333) | (0.7333,0.1667)

Since the cost criterion is Q,, Table 13 is the normalized gROFDM using (4.5).

Table 13. Normalized gROFDM

c Experience Team spirit Hardworking Academic Accountability
fitness
Cq (0.5667,0.3) (0.7,0.1333) (0.7,0.2) (0.7667,0.1667) (0.5333,0.2)
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C, (0.6333,0.3333) | (0.6667,0.2) | (0.5333,0.2333) | (0.6333,0.2333) (0.65,0.3)
C3 (0.7333,0.2333) | (0.5667,0.2) | {0.6667,0.1667) (0.6,0.1667) {(0.7333,0.1333)
Cy (0.7,0.2667) (0.6,0.2333) | (0.7833,0.1333) | (0.667,0.2333) | (0.7333,0.1667)

By (4.6) and (4.7), we get NIS and PIS in Table 14.

Table 14. NIS and PIS

NIS/PIS Experience Team spirit Hardworking Academic Accountability
fitness

C~ (0.7333,0.2333) (0.5667,0.2333) | (0.5333,0.2333) | (0.6,0.2333) (0.5333,0.3)

ct (0.5667,0.3333)  (0.7,0.1333) [ (0.7833,0.1333) | (0.7667,0.1667) | (9§333,0.1333)

Now, we compute the correlation coefficients using (4.1) and (4.2) (for r = 5) fo
with the NIS and PIS, respectively, and the closeness coefficients. The results

applicants
i\Tables 15

and 16.
Table 15. Correlation Coefficients using (4.1) and Closeness Coefficie
Candidates p1(C;,C) p1(C,CH Ranking
Cq 0.9961 0.9980 ) 2"
C, 0.9980 0.9956 40
C; 0.9961 0.9953 3"
Cy 0.9942 0.998 1%
Table 16. Correlation Coefficients using (4.2) and Closeness igicnts
Candidates p2(C;,C) f(cy Ranking
Cq 0.9770 0.5029 2"
C, 0.9897 0.4963 4"
C; 0.9812 0.4976 3"
C, 0.9696 0.5044 1%

From these results, we see that can
will enhance the employm

Subsection

e get the results in Tables 18-21.

Table 18. Patient P; and Diseases

e most qualified for the vacant position. This approach
d staff, and by extension boost productivity.

Methods (Py,Dy) (P1,D3) (P1,D3) (P1,D4) (P;,D5) | Diagnosis
p1 [54] 0.9950 0.9912 0.8956 0.3771 0.5081 Malaria fever
P2 [56] 0.5294 0.7637 0.3729 0.2574 —0.0740 Viral fever
p3 [57 0.7946 0.3984 0.4471 0.0560 0.1320 Malaria fever
P4 [57] 0.8934 0.8584 0.6344 0.0733 0.1737 Malaria fever
ps [55] 0.9702 0.9728 0.9558 0.6527 0.7143 Viral fever
Pe [55] 0.9244 0.9325 0.7647 0.5166 0.6126 Viral fever
P1 0.9952 0.9946 0.9914 0.9737 0.9699 Malaria fever
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| P2 | 09765 | 09734 | 09575 | 0.8750 | 0.8581 | Malariafever
Table 19. Patient P, and Diseases
Methods (P2,Dy) (P2,Dy) (P2,D3) (P2, D) (P2, D5) | Diagnosis
p1 [54] 0.5079 0.5232 0.7457 0.9724 0.5419 | Stomach pro.
p5 [56] —0.0175 0.0954 0.1084 0.7384 0.0521 | Stomach pro.
ps [57 0.2199 0.1101 0.2421 0.7329 0.1991 | Stomach pro.
p4 [57] 0.2561 0.3107 0.4500 0.7330 0.2001 | Stomach pro.
ps [55] 0.7778 0.8201 0.8882 0.8809 0.7064 | Typhoid fever
pe [55] 0.5934 0.6218 0.8404 0.8456 0.6256 |, Stomach pro.
P1 0.9707 0.9797 0.9795 0.9836 0.9632 Asmmach pro.
P 0.8619 0.9027 0.9024 0.9205 0.82 | §tomach pro.

Table 20. Patient P; and Diseases
Methods (P3,D,) (P3,D5) (P3,D3)

p1 [54] 0.8495 0.9056 0.9420

P2 [56] 0.1248 0.4315 0.2014 iral fever

ps3 [57 0.4472 0.1829 0.1801 Malaria fever

P4 [57] 0.5095 0.5047 0.3273 Malaria fever

ps [55] 0.7924 0.8086 0.8349 Typhoid fever

Pe [55] 0.7262 0.7365 0.7262 , Viral fever
P1 0.9751 0.9805 0.97 Viral fever
P2 0.8815 0.9063 0.8780 Viral fever

Table 21. Patient P, and Diseases

Methods (P4,Dy) (P4,D,) (P4, Ds) | Diagnosis
p1 [54] 0.9856 0.5036 0.6819 Malaria fever
p2 [56] 0.7165 —0.0853 —0.1667 | Malaria fever
p3 [57 0.2479 0.0223 0.0485 Viral fever
P4 [57] 0.0827 0.1806 Malaria fever
ps [55] 0.7780 0.8202 | Typhoid fever
Pe [55] 0.5293 0.6037 | Viral fever
p 0.9769 0.9764 | Viral fever
0.8896 0.8873 Viral fever

medical interpfetations.
5.2. Comparison Based on MCDM

We apply the new methods and the methods in [54-57] using the MCDM algorithm on the data from
Tables 12 and 14, and get the information in Table 22.

Table 22. Employment Information

CCg-ROFSs Methods Order of Employment Employment Status
p1 [54] C3>Cy>C>0C, Cs
p2 [56] Cy>Cy >Cy > (4 Cy
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p3 [57 Co>Cy3>Cy >C, C,
P4 [57] Co>Cy3>Cy >C, C,
ps [55] Cyo>Cy >C3 >0, C,
Pe [55] Cy>C; >C3>0Cy Cy
P1 Ci>C>C3>0C, C,
P2 Ci>C>C3>0C, C,

In all the methods except the method in [54], we see that the applicant, C, is the most suitable for the
employment. By comparing the recognition principle and MCDM approach, it is certain that the MCDM
approach is more reliable in the sense that it produces a unified interpretation unlike in the medical diagnosis
based on recognition principle.

5.3. Benefits of the New CCqg-ROFS Methodologies
It has been demonstrated that the new CCqg- ROFSs techniques are more relia ones in

ii.  Incontrast to the techniques in [54-57], the new techniqu
iii.  Unlike the approaches in [54, 55], the new techniquesgake

correlation measure.

6. CONCLUSION

The process of making decisions in uncegtain
correlation coefficient concept. g-ROF

vironments requires a thorough understanding of the
ralized class of fuzzy set variants that have the ability
to reduce fuzziness and vagueness in judgment ca caomparison to the current CCg-ROFSs techniques,
the two novel CCg-ROFSs techpifues introduced irgehis research are deemed to be more reliable. To
validate the value of the new t ues of CGg-ROFSs, we described the new CCg-ROFSs methods to

existing ones [54-57]F
MCDM methodology, r , Illustrate the use of the new CCg-ROFSs methods in disease
i 8@eduye. Throughout the study, it is noted that: (i) unlike the CCg-ROFSs
techniques in [54 erforffances of the new CCg-ROFSs technigues increase as q increases; (ii) the

new CCQaROFSs

easure; and (|v) the new CCg-ROFSs technlques incorporate all the characteristic
feature avoid error due to exclusion unlike the CCq-ROFSs techniques in [54, 55, 57]. The

Furthermore, YPis possible to alter these novel CCg-ROFSs methods in order to calculate the association
concerning certain fuzzy set variations that have additional parameters than gROFSs. The information
measures in [58,59] could be extended to the MCDM technique presented in this article for future
investigation. Finally, the proposed CCg-ROFSs techniques could be used to discuss earthquake time
prediction [60], deep learning models [61], e-commerce [62], and clustering problem [63] in future
investigations.
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