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Abstract 

Predicting speaker's personal traits from voice data has been a subject of attention in many fields such as forensic cases, 

automatic voice response systems, and biomedical applications. Within the scope of this study, gender and age group prediction 

was made with the voice data recorded from 24 volunteers. Mel-frequency cepstral coefficients (MFCC) were extracted from the 

audio data as hybrid time/frequency domain features, and fundamental frequencies and formants were extracted as frequency 

domain features. These obtained features were fused in a feature pool and age group and gender estimation studies were carried 

out with 4 different machine learning algorithms. According to the results obtained, the age groups of the participants could be 

classified with 93% accuracy and the genders with 99% accuracy with the Support Vector Machines algorithm. Also, speaker 

recognition task was successfully completed with 93% accuracy with the Support Vector Machines. 
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1. Introduction 

With the advancements in machine learning (ML) studies, the use of ML algorithms in applications such as 

classification, recognition, prediction and forecasting are increasing in recent years[1-5]. The most important 

parameters for ML applications are data and their features. Machines can be trained with data from past events, just 

like in the human learning process. Thus, in newly encountered events, the machine can now perform tasks such as 

prediction or classification, based on the features of the training data. Nowadays, digital data such as text, image, 

video or sound can be used as ML training data for the solution of many different problems [6]. 

Among these data types, human beings have been interacting with sound data for a very long time. Sound, which 

has been our communication tool since the first ages of history, has also enabled us to comprehend many events that 

exist around us. When the sounds are examined in terms of their sources, they can be examined in three groups. 

While the natural and artificial sounds we hear from our environment constitute the first two groups, the human 

voice can be classified as the third group [7]. Examples of natural sounds include thunder, wind, waves, and animal 

sounds. Artificial sounds, on the other hand, are mostly human-induced examples such as traffic sounds, machine 

noises and instrument sounds. Finally, when we say human voice, examples such as speaking, singing, coughing and 

sneezing can be given. In addition, other human-induced sounds such as heart sound and respiratory sound have 

been the subject of many studies[7-10]. Various studies have been carried out on the recognition, tagging and 

classification of all these sounds, and the determination of the events that may cause them. With the popularization 

of ML methods in the recent past, the focus of these studies has been ML applications using audio data [11-14]. 

Recognition or classification of natural sounds has been widely used in acoustic event classification (AEC) 

studies. In particular, studies to classify the sounds made by other living things with which we share our world are 

important for reasons such as analyzing biodiversity and getting to know the ecosystem better. In a study conducted 

in 2007, support vector machines (SVM) algorithm was used to classify the sounds of bird species given in two 

different datasets. With the mixed model prepared using different spectral and temporal features and the extracted 

Mel-frequency cepstral coefficients (MFCC) features the classification accuracy up to 98% was achieved [16]. In 

another study, classification of frog sounds using threshold-crossing rate, spectral centroid and signal bandwidth as 

distinctive features was carried out. The k nearest neighbor (kNN) and SVM algorithms were used as classifiers and 

their performances were compared. As a result of the comparative analysis, 89.05% and 90.30% classification 

accuracy were obtained by using kNN and SVM algorithms, respectively [17]. The classification of the sounds of 

bats, which also use sound waves for different purposes, has undoubtedly been a remarkable subject in AEC studies. 

In a study conducted in 2010, the performance of four different algorithms (SVM, artificial neural networks – ANN, 

discriminant function analysis – DFA and random forests - RF) were comparatively analyzed to classify the 

echolocation sounds of bats. In 5 different classification tasks defined, classification process could be performed 

with accuracies ranging from 84% to 96% [18]. In a study in 2015, syllable features such as frequency modulation, 

energy modulation, duration of syllable, dominant frequency, oscillation rate were used to classify frog sounds. 

With the kNN classifier algorithm, classification success was achieved as 90.5% [19]. In another study, Ribeiro et 

al. used RF and SVM algorithms for classification of fish sounds and obtained 96.9% classification accuracy [20]. 

Ribeiro et al. used the SVM algorithm to classify the sounds of tomato-pollinating bees and achieved a classification 

success of 73.39% [21]. In a recent study, the performances of RF, SVM and kNN algorithms for the classification 

of different animal sounds were compared using three different datasets. The comparative analysis showed that 99% 

classification success was achieved with SVM and kNN algorithms [22]. 

In addition to the studies on the classification of natural sounds, the environmental sound classification (ESC) has 

also been one of the highlights in this area of research. The focus of these studies are mostly publicly available 

datasets such as ESC-10, ESC-50 [23]  and UrbanSound8k [24]. In a comparative study, Mushtaq et al. applied their 

proposed data augmentation method to all 3 datasets mentioned above and performed ESC with transfer learning 

method with deep networks. Researchers have achieved classification accuracy of 99% in the ESC-10 and 

UrbanSound8k datasets, and 97% in the ESC-50 dataset [25]. 
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Undoubtedly, the subject of automatic speaker recognition (ASR) attracts the most attention in studies on sound. 

Since the larynx size, the anatomy of the vocal cords, the internal structure of the mouth or the anatomy of other 

organs that influence voice formation may be different in each person, the human voice has distinctive features. In 

addition, the human voice can convey characteristics such as the ethnicity, age and gender of the person, as well as 

having personal characteristics [26]. Studies on ASR, which has attracted the attention of researchers for about 50 

years, have gained great momentum thanks to developments in digital signal processing and artificial intelligence 

[27]. Thanks to this automation, automatic voice or speaker recognition methods have been frequently used, 

especially in authentication, personalization, surveillance and forensic case applications [26].  

Speaker recognition, which initially attracted the attention of researchers due to the need in forensic cases [28], 

continues to be widely studied today thanks to the ease of digital signal processing, extraction of qualified features, 

and feature selection. Looking at recent studies, Krishnamoorthy et al. obtained 78.20% accuracy by extracting 

MFCCs as features with limited data set and using Gaussian Mixture Model-Universal Background Model (GMM-

UBM) as a classifier. In addition, they tried to overcome the limited data problem with the data augmentation 

method by adding white noise, and they achieved 80% accuracy with the data with noise added [29]. In another 

study focusing on the speaker recognition problem using MFCC features and a combination of Generalized Fuzzy 

Model (GFM) and HMM, a success rate of 93% was achieved [30]. In a study using neural networks (NN), MFCC 

features were extracted with two different methods and a 93.2% success rate was obtained using the second MFCC 

feature extraction method proposed in [31]. In 2018, a text-independent speaker recognition problem using a dataset 

of 24 volunteers was presented as a master's thesis. Feature vectors combining linear prediction cepstral coefficient 

(LPCC), MFCC, Higuchi fractal dimension (HFD), variance of fractal dimension (VFD), zero crossing rate (ZCR) 

and number of turns led to a recognition accuracy of 91.6%. [32]. The MFCC features were combined with the 

power normalization cepstral coefficient (PNCC) for speaker recognition and classification accuracies of 97. 52% 

and 85% were achieved with the extreme learning machine (ELM) using clean sounds and noisy sounds, 

respectively in  [33]. Ayvaz et al. achieved a classification accuracy of 90.2% using a Multilayer Perceptron (MLP) 

network as the model for a speaker recognition study with MFCC features derived from the voice data of Turkish 

speakers. [34]. Another recent research focused on speaker identification using artificial intelligence algorithms and 

feature extraction methods, specifically MFCC and Multiband spectral entropy (MSE), from speech signals. 

Machine learning algorithms like k Nearest Neighbors, Random Forest, Deep Neural Networks, and Decision Trees 

were employed for classification. Experiments conducted on LibriSpeech and ELSDSR databases included speaker 

identification in a group of 20 participants, among men, among women, and by gender. Notably, using the ELSDSR 

database, the experiment for speaker recognition by gender achieved a precision of 93.99% [35]. Another paper 

aimed to boost speaker recognition by utilizing rich audio-visual data. It introduced a two-branch network to learn 

joint face and voice representations in a multimodal system. Extracted features from the network trained a speaker 

recognition classifier. Evaluation on VoxCeleb1 dataset yielded a notable 91% identification performance using 

solely audio features [36]. 

The brief literature review shows that studies on voice/speaker recognition have been carried out for many years, 

and with the popularity of artificial intelligence, it has still been a remarkable issue in recent years. In this study, 

MFCC features were extracted from audio files recorded with 12 male and 12 female participants. In addition, 

formant frequencies and fundamental frequency features are extracted, and all obtained features are fused. The 

obtained features were given as input values to train the classifier algorithms of SVM, kNN, Classification and 

Regression Tree (CART) and Gradient Boosting Classifier (GBC) to estimate the gender and age group and the 

speaker from voice data. Lastly the test results obtained with 4 different algorithms were compared. This study 

addresses a comprehensive analysis of speaker trait prediction, specifically focusing on gender and age group 

estimation using voice data. While prior research has touched upon aspects of speaker recognition, this study 

uniquely combines hybrid time/frequency domain features (MFCC) with fundamental frequencies and formants, 

offering a more robust and accurate approach. The integration of these diverse features into a unified pool, coupled 

with the application of four distinct machine learning algorithms, sets our study apart. Notably, the results showcase 



 Akgün, K. and Sadık, Ş. A., (2024) / Journal of Scientific Reports-A, 57, 12-26  

15 

 

better accuracy then reviewed literature, with 93% precision in age group classification, a 99% precision in gender 

estimation and 93% accuracy in speaker recognition task, using the Support Vector Machines algorithm.  

The rest of the paper was organized as follows. In Section 2, the materials and methods which are the dataset, the 

feature extraction methods and the machine learning algorithms are explained briefly. In Section 3, the training, 

validation and test results obtained are given comparatively. In the last section, the results are discussed and ideas 

for future studies are made. 

2. Material and methods 

Fig.1 shows the block diagram of this study. Firstly, MFCCs, the fundamental frequencies and the formants were 

extracted as features from human voice data belong the dataset. The extracted features were fused together and one 

final feature vector was obtained. With the help of the feature vector obtained, 4 different ML algorithms were 

trained to predict the age group and gender of the individuals and the classification performances of the ML 

algorithms were evaluated with the test data excluded from the training procedure. 

Fig.1. Block diagram of the classification problem in this study. 

2.1. Dataset 

A publicly available human voice dataset [37] was used in this study. In the data set, there are 1056 waveform 

audio file format (wav) files for the pronunciation of 44 English words recorded with 24 volunteers. Of the 

volunteers, 12 are men and 12 are women. While 7 of the female volunteers are younger than 25 years old, 5 are 

individuals over 25 years old. With male volunteers, there is a 6:6 ratio between individuals older and younger than 

25 years old. All 24 volunteers are individuals born and raised in Manitoba, Canada. The sampling frequency of 

recorded audio files is 44.1 kilo-samples per second. All audio files are 2 seconds long. Fig.2 shows the waveforms 

of the pronunciations of the word “Book” by two different individuals from the dataset used. 
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Fig.2. Waveform of the audio file recorded at the moment of pronunciation of the word "Book" (a) for a young male individual (b) for a young 

female individual. 

2.2. Extracted features 

The main purpose of machine learning is to train the machine with the help of data from past events and make it 

capable of making predictions for new or future events. However, raw data from past incidents can contain a lot of 

information, including some that may not be of use to the machine for its task. Therefore, with feature extraction 

more informative and distinctive features should be revealed from the raw data for a particular machine learning 

task. A feature chosen to suit the specific task can represent the raw data in a much more compact way [38]. 

Successful classification results of machine learning algorithms depend on the extraction of relevant features from 

the data. By extracting features that are relevant to the target labels, complex data can be analysed more easily, thus 

shortening the training process of the model. [39].  

Research on sound analysis has focused primarily on extracting features from the time domain [40] over time, 

and as signal processing techniques have improved, features in the frequency domain have gained importance [41]. 

In recent studies, features that contain information from both time and frequency domains have become prominent 

[42]. 

In this study, a hybrid feature pool was created by extracting fundamental frequency and formant features that 

contain information from the frequency domain and MFCC features that can show changes in time-frequency 

domains. 

2.2.1. Mel-frequency cepstral coefficients (MFCC) 

MFCCs visualize the distribution of the energy of an audio signal in the frequency spectrum. MFCCs are 

extracted from the audio signal using 6 fundamental steps. Firstly, the audio signal is divided into frames, typically 

20-30 milliseconds long. By dividing the signals into short "frames", reliable and stable time frames can be obtained 

where the raw data signal is long and shows frequent changes over time. On each frame, a window which are 

generally Hanning and Hamming windows, is applied to narrow the signal. Secondly, a power spectrum is computed 

for each frame. To calculate the power spectrum, Discrete Fourier Transform (DFT) is commonly used. Then the 

power spectrum is converted to a mel (short for melody) scale, which is a non-linear scale that is more closely 

aligned with human perception of pitch [43]. The mel scale can be obtained with equation (1).  

 

 
102595log 1

700

f
mel

 
  

 
 (1) 

Then the logarithm values of all mel filter banks is calculated. For the fifth step, a discrete cosine transform 

(DCT) is applied to the mel-scaled power spectrum to select most accelerative coefficients. And lastly, the first few 
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DCT coefficients are retained as the MFCCs. MFCCs are typically represented as a vector of 12-20 coefficients. The 

first few coefficients are the most important, as they capture the most significant information about the spectral 

envelope. MFCCs are invariant to changes in pitch and volume, which makes them well-suited for speech 

recognition and other tasks where the speaker or audio source may vary. They are also relatively robust to noise, 

which is another important property for many applications [44]. 

2.2.2. Frequency domain features 

The distinctive features of audio data may be hidden in characteristic features in the frequency domain rather than 

changes in the time domain. Therefore, frequency domain features come to the fore in studies on audio signal 

processing. The most basic tools for extracting frequency domain features are Fourier transform and autocorrelation 

analysis [38]. In this study, fundamental frequency and formant features were extracted using these tools. The 

fundamental frequency (f0), also known as the first harmonic, is the lowest frequency of a periodic waveform and 

can be determined by autocorrelation analysis using the periodic structure of the signal [45]. Formants are frequency 

components that result from changes in the shape and size of the human vocal tract. The first three formants (f1, f2, 

f3) are the most important for speech recognition and are related to tongue height, tongue backing and lip roundness, 

respectively [46]. 

2.3. Machine learning algorithms 

In this study, a hybrid feature space generated from human voice data is used for speaker recognition and 

classification of age and gender of speakers using machine learning algorithms. For this purpose, proven classifier 

algorithms used in human voice data classification studies in the literature were used and their performances were 

compared. 

2.3.1. K-nearest neighbors 

The kNN algorithm tries to solve the classification problem by calculating the distances between the points in the 

sample space with methods such as Euclidean distance or Hamming distance and establishing a "neighborhood" 

relation between the sample points. To determine the class of a new data point, it finds the k closest points in the 

sample space and uses these neighbors to predict the label of the new point. The main criterion that determines the 

classification performance of the kNN algorithm is a user-defined hyperparameter called k. The value of k can be 

optimized according to the type of data and the distribution of labels in the data space. As the k value increases, the 

effect of noise or outliers in classification will decrease. As the k value becomes smaller, the size of the 

neighborhoods in the data space will decrease and the distribution of the labels in space will be scattered [47], [48].  

In the kNN algorithm used in this study, k=5 was chosen. The weight function is determined as uniform. In a 

uniform weight distribution, all points in each neighborhood are weighted equally. Additionally, Euclidean distance 

was used as the distance metric between points. 

2.3.2. Gradient boosting classifier 

The gradient boosting classifier (GBC) is an ensemble learning algorithm, which combines the predictions of 

multiple weak learners to produce a more accurate prediction. The GBC works by iteratively training a weak learner 

on the residuals which are the errors made by the previous learner. The goal of the gradient boosting classifier is to 

minimize the loss function. The GBC minimizes the loss function by iteratively moving in the direction of the 

negative gradient of the loss function. The negative gradient of the loss function points in the direction of the 

steepest descent of the loss function. The learning rate controls the size of the steps that the GBC takes in the 

direction of the negative gradient of the loss function. A higher learning rate will result in the GBC taking larger 

steps and vice versa [49,50]. 

In the GBC algorithm used in this study, the number of estimators was selected as 100. The learning rate was set 
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to 0.1. 

2.3.3. Support vector machine 

The support vector machine (SVM) algorithm, which has been studied in many different fields in the literature, 

tries to obtain an optimal hyperplane to separate different classes in the sample space while classifying. While 

determining this hyperplane, it tries to maximize the distance between the data points closest to the plane, which 

also gives the algorithm its name as support vectors [51-53]. In the SVM used in this study, the regularization 

parameter was selected as 100. The kernel function was chosen as radial basis function. 

2.3.4. Classification and regression tree 

The classification and regression tree (CART) algorithm recursively splits the data into subsets based on a 

criterion called the Gini impurity and continues to split until only data belonging to one class remains in the subsets, 

called leaf nodes. The Gini impurity value represents the proportion of data in a node that belongs to the same class. 

The closer the impurity value is to 0, the more likely it is that the data in that node belongs to the same class, and the 

closer it is to 1, the more likely it is that the node is "impure". Thus, nodes with high impurity continue to be split 

[54,55]. 

3. Results 

In this study, a data set consisting of audio data recorded while each of 24 volunteers was pronouncing 44 

English words was used. First, MFCC, fundamental frequency and formant features were extracted from the data 

and a feature pool was created by combining these features. The resulting 1056 samples were divided into training 

and test data in a ratio of 8:2. Using the 5-fold cross-validation method with the training data obtained, kNN, GBC, 

SVM and CART algorithms were trained to classify the genders and age groups of the volunteers. The classification 

performances of the algorithms were tested with the remaining test data that had not been seen before by the 

classification algorithms. All ML algorithms mentioned above and used in this study was trained and tested with 

Python (v.3.9.7) [56]. 

3.1. Gender classification 

Firstly, gender classification was performed from the voice data recorded from the volunteers. With the training 

data created, 4 classifier algorithms were trained with the 5-fold cross-validation method. The distribution of 

accuracies obtained with the training data as a result of 5-fold cross-validation is given in Fig.3. As can be seen from 

the figure, the highest accuracy was obtained with the SVM algorithm, while the CART algorithm gave the lowest 

accuracy. The mean value and standard deviations of the accuracies of the 5-fold cross-validation step are also given 

in Table 1. 
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Fig.3. 5-fold cross-validation results of the gender classification. 

Table 1. Mean and standard deviation values of the accuracies of the 5-fold cross-validation training process of the gender classification 

Accuracy kNN GBC SVM CART 

Mean Value 0.951 0.940 0.981 0.797 

Standard Dev. 0.013 0.009 0.011 0.023 

 

The confusion matrices of classifications belong to the gender prediction are given in Fig.4. One can see from the 

figure that, highest test accuracy was achieved with SVM algorithm with a true positive value of 102 and true 

negative value of 107. 

 

Fig.4. Confusion matrices of the gender classification test results (a) kNN (b) GBC (c) SVM (d) CART. 

Table 2 gives the test results of the gender classification in terms of precision, recall, F1-score and accuracy. It 

can be seen from the table that the highest test accuracy of 0.99 was obtained with the SVM algorithm, which 

coincides with the complexity matrices. 

 

 

Table 2. Evaluation metrics of the test process of the gender classification. 

 Classifier Precision     Recall F1-Score Accuracy 

kNN 0.98 0.98 0.98 0.98 
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GBC 0.93 0.93 0.93 0.93 

SVM 0.99 0.99 0.99 0.99 

CART 0.79 0.79 0.79 0.79 

3.2. Age group classification 

In the second part of the study, age group classification was performed from the voice data recorded from the 

volunteers. Data labels were divided into two groups according to the age of the participants: youth (18 - 25) and 

adults (25-50). As in the first part, 4 classifier algorithms were trained using the 5-fold cross-validation method with 

the training data. The distribution of training accuracies obtained as a result of cross-validation is given as a box plot 

in Fig.5. 

Fig.5. 5-fold cross-validation results of the age group classification. 

As can be seen from the Fig.5, the algorithms that gave training accuracy above 90% were SVM and kNN, 

respectively. The mean accuracy values and standard deviations obtained as a result of 5-fold cross-validation are 

given in the Table 3. The table shows that 92% training accuracy was achieved with the SVM algorithm. The lowest 

accuracy was obtained as 73% with the CART algorithm. 

Table 3. Mean and standard deviation values of the accuracies of the 5-fold cross-validation training process of the age group classification. 

Accuracy kNN GBC SVM CART 

Mean Value 0.911 0.855 0.918 0.725 

Standard Dev. 0.023 0.028 0.025 0.039 

 

Fig.6. Confusion matrices of the age group classification test results (a) kNN (b) GBC (c) SVM (d) CART. 
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The confusion matrices of test results belong to the age group classification are given in Figure 6. One can see 

from the figure that, highest test accuracy was achieved with SVM algorithm with a true positive value of 99 and 

true negative value of 99. Among the labels in the confusion matrices, A indicates the adult group and Y indicates 

the youth group. 

Table 4. Evaluation metrics of the test process of the gender classification. 

Classifier Precision     Recall F1-Score Accuracy 

kNN 0.88 0.99 0.93 0.92 

GBC 0.82 0.93 0.87 0.86 

SVM 0.94 0.93 0.93 0.93 

CART 0.75 0.78 0.76 0.75 

 

Lastly, Table 4 gives the test results of the age group classification in terms of precision, recall, F1-score and 

accuracy. It can be seen from the table that the highest test accuracy of 0.93 was obtained with the SVM algorithm, 

which coincides with the complexity matrices. 

3.3. Speaker recognition 

The final objective of this study is speaker recognition from voice data. We classified the voices of 24 volunteers 

using four distinct classification algorithms (kNN, GBC, SVM, and CART). Similar to two-class classification 

scenarios, the four classifiers underwent sequential training with dedicated training data. We assessed the training 

performance of the algorithms using a 5-fold cross-validation approach. 

Fig.7. 5-fold cross-validation results of the speaker recognition. 

Fig.7 displays a box plot illustrating the distribution of accuracies for each classifier algorithm during the cross-

validation stages. The SVM algorithm exhibited the highest accuracy (>90%) in 5-fold cross-validation, while the 

kNN algorithm secured the second-highest accuracy, averaging over 80% in training performance. In line with two-

class classification scenarios, the CART algorithm displayed the lowest accuracy. 

Table 5. Mean and standard deviation values of the accuracies of the 5-fold cross-validation training process of the speaker recognition. 

Accuracy kNN GBC SVM CART 
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Mean Value 0.822 0.748 0.918 0.517 

Standard Dev. 0.015 0.021 0.006 0.031 

 

Table 6 assesses the test results for speaker recognition based on precision, sensitivity, F1-Score, and Accuracy 

metrics. The SVM algorithm achieved the highest accuracy at 93%, while the CART algorithm yielded the lowest 

accuracy at 50%. 

Table 6. Evaluation metrics of the test process of the speaker recognition. 

Classifier Precision     Recall F1-Score Accuracy 

kNN 0.88 0.85 0.86 0.85 

GBC 0.75 0.74 0.73 0.74 

SVM 0.94 0.93 0.93 0.93 

CART 0.52 0.50 0.50 0.50 

 

Concluding the analysis, the confusion matrix of the classification performed using the SVM algorithm, known 

for providing the highest accuracy in speaker recognition, is presented In Fig.8. A detailed examination of the 

confusion matrix reveals the capability of accurately classifying the voice data of all 24 speakers. 
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Fig.8. Confusion matrix of the speaker recognition test results for SVM classifier. 

3.4. Comparison with the literature 

As highlighted in the introduction, the identification of speakers from voice data or the determination of 

demographic characteristics, such as age and gender, holds significance in various applications like interactive voice 

response systems, forensic cases, e-marketing, and online banking. However, as indicated in the table, research in 

this domain remains limited, underscoring the importance of this study in addressing gaps within the existing 

literature related to Automatic Speaker Recognition (ASR) systems. A notable contribution of this research lies in 

demonstrating that speaker recognition can achieve high accuracy even with a restricted dataset, utilizing spectral 

features. Furthermore, the study undertakes a comparison by employing four widely used classification algorithms 

with distinct methodologies and principles: CART relies on decision trees, SVM seeks optimal hyperplanes, GBC 

forms an ensemble of weak learners, and kNN classifies based on the majority of nearest neighbors. Notably, the 

SVM classifier demonstrated the highest accuracy, precision, recall, and F1 score values among these algorithms. A 

comparative analysis with other studies in the literature is presented in the Table 7 for reference. 

Table 7. Comparison of the speaker recognition results with existing literature works. 

Reference Method Dataset Features Accuracy Score 

Krishnamoorthy et al., GMM-UBM 100 speakers from TIMIT database MFCC 78.20% with limited data  
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2011 [29] 80% with noise added data 

Bhardwaj et al., 2013 

[30] 

HMM and 

GFM 

VoxForge speech corpus 

A subset of NIST 2003 database 

MFCC 
90% - 93%  

Soleymanpour & 

Marvi, 2017 [31] 
NN 

ELSDSR database that consists of 22 

speakers 

MFCC 
91.9 % and 93.2 % 

Sedigh, 2018 [32] SVM 
Manitoban voice dataset with 24 

volunteeers 

LPCC, MFCC, HFD, 

VFD ZCR, turns count 
91.60% 

Bharath & Rajesh 

Kumar, 2020 [33] 
ELM 

124 speakers from TIMIT, 

SITW-2016 

MFCC, PNCC 
97.66% highest 

Ayvaz et al., 2022 

[34] 
MLP 

Turkish voice dataset is collected from 

15 people 

MFCC 
90.2% 

Ramírez-Hernández el 

al., 2023 [35] 

NN, kNN, 

DT, RF 
ELSDSR database 

MFCC, MSE 78.92% speaker recognition 

93.99% gender 

classification 

Shah et al., 2023 [36] SVM VoxCeleb1 MFCC 91% with only sound data 

This study 
kNN, GBC, 

SVM, CART 

Manitoban voice dataset with 24 

volunteeers 

MFCC, Fundamental 

Freq., Formants 

92% age group 

classification 

93% speaker recognition 

99% gender classification 

4. Conclusion 

The use of machine learning algorithms is becoming widespread in many application areas such as speaker 

recognition, speech-to-text, music analysis, and environmental sound classification by using audio data, and it can 

be predicted that these studies will expand further. In particular, detecting characteristics such as gender, age group, 

accent and emotion from the human voice has become a practical and reliable method in biomedical applications, 

forensic cases or interactive voice response systems. This study focuses on gender and age group prediction from 

voice data. In the dataset used in this study, voice data were recorded from each of 24 volunteers while pronouncing 

44 English words. The MFCC feature, which contains frequency and time domain information, was extracted from 

the audio data, and the fundamental frequency and formant features were extracted from the frequency domain. A 

hybrid feature space was created by combining the extracted features. The data were labeled according to the gender 

and age groups of the volunteers, and classification was carried out with machine learning algorithms. In the study, 

k nearest neighbors, gradient boost classifier, support vector machines and classification and regression tree 

algorithms were used and their performances were comparatively analyzed. In the gender prediction study, the SVM 

algorithm gave the highest accuracy, as 99%. In addition, the highest accuracy in age group classification was 

achieved as 93% with the SVM algorithm. Finally, in the speaker recognition task from the voice data of 24 

volunteers, the SVM algorithm managed to achieve high accuracy with 93%. In order to expand the scope of the 

study, it is planned to enlarge the dataset, collect data from volunteers with different ethnic identities or accents, and 

add noise to the data in future studies. 
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