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Abstract 

In this study, tactile coating surfaces of visually impaired individuals were detected 

using the deep learning method. For this detection, 4 of the You Only Look Once 

(YOLO) architectures, one of the best deep learning methods, were used. No ready 

data set was used in the study. A unique and new data set was prepared for the study. 

For the data set, 6278 images were taken from tactile coating surfaces. Images for 

real-time applications were obtained from many different environments. The tactile 

coating surfaces in the pictures were labelled separately. A total of 9184 tags were 

made. The dataset was implemented in YOLOv5, YOLOv6, YOLOv7, and YOLOv8 

architectures. The highest accuracy was achieved in the YOLOv8 architecture with 

an accuracy rate of 97%, F1-Score of 0.940, and mAP@.5 of 0.977. The model was 

applied with k-fold cross-validation to evaluate performance measurements. In order 

for the study to be used in real-time, the frame per second (FPS) was increased to 

150. 

 

 
1. Introduction 

 

According to World Health Organization data, 1 

billion people in the world have vision problems. Of 

this, 123.7 million are unidentified visual defects, 

65.2 million are cataracts, 6.9 million are glaucoma, 

4.2 million are corneal opacity, 3 million are diabetic 

retinopathy, 2 million are chronic conjunctivitis, and 

826 million are unidentified presbyopia-related visual 

disorders [1]. 

People with different degrees of visual 

impairment are closely affected by physical 

environmental conditions as well as economic and 

socio-cultural conditions. Urban space arrangements 

that do not meet the needs of visually impaired people 

often result in these people being confined to their 

homes. Visually impaired individuals can play an 

active role in society by providing limited vision with 

modern technology, the use of a cane or a guide dog 

[2]-[5]. 

Sensible surfaces were first developed by 

Seiichi Miyake in Japan in 1965. They are called 

“Tenji blocks” [6]. They were first used in the city of 
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Okayama in 1967 [7]. Then they gradually spread to 

other cities. The low cost of tactile surfaces has made 

them considered the most effective system for the 

visually impaired. Sensible surfaces are basically of 

two types: stimulating blocks and guiding blocks [8], 

[9]. The first use of tactile surfaces was by arranging 

dome-shaped points parallel to each other. Afterward, 

different tactile surfaces arranged in a zigzag shape, 

oval shape and bar/line shape were used. Sensible 

surfaces, usually yellow or red, are preferred for the 

circulation of the visually impaired [10-12]. They are 

used on sidewalks, subways, underpasses, bus and 

train stations, and other public areas. Although most 

people think that they are used for design purposes, 

they play a major role in the daily lives of visually 

impaired individuals [13]-[20]. 

Many studies have been done to aid the 

circulation of visually impaired individuals. With the 

development of technology, systems that can detect 

obstacles in advance and guide disabled individuals 

have been designed [20]-[30]. 

Einloft aimed to create a system that can 

detect indoor spaces such as shopping malls, 
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subways, and bus terminals in order to help disabled 

individuals. The study was carried out in two stages. 

In the first stage; the gray-level co-occurrence matrix 

method used in image classification was used. In the 

second stage; Support vector machines, one of the 

supervised learning methods, were used. Although 

the initial results were promising, no numerical values 

regarding study accuracy were given [31]. 

Ghilardi has detected tactile parquet surfaces 

in real time to help visually impaired individuals. In 

this study, edge detection algorithms such as Canny, 

Lap-lace, and Sobel were used. In this study, they 

obtained a new approach by combining decision trees. 

There are 521 photographs in the created data set. 

Photographs were obtained with a smartphone 

attached to the person's waist at a height of one meter 

and at a 45-degree angle. There are 320 photographs 

of tactile parquet surfaces. There is no tactile parquet 

surface in the 201 photographs in the data set. In this 

study, the system operates at 16 FPS. The accuracy 

rate of the developed system is 88.48% [32]. 

Tactile parquet surfaces were detected using 

Jie image processing algorithms. Multicolor image 

segmentation and Kirsch edge detection algorithm 

were used in the system. Using the Hough 

transformation orientation, the tactile parquet surface 

was obtained as a strip. No numerical value is 

mentioned regarding the operating accuracy of the 

system, which has a 2 FPS operating speed and can be 

used portablely [33]. 

Asami and Ohnishi created a system that 

helps visually impaired individuals find themselves at 

a pedestrian crossing. The system consists of four 

parts. These consist of a USB camera integrated into 

the glasses, a vibrating wristband attached to the 

wrist, a notification system that gives warnings in the 

visually impaired alphabet integrated into the visually 

impaired cane, and a computer used to process the 

data coming from the USB camera. In this study, 

pedestrian crossings are detected using the 

normalized cross-correlation method in photographs 

taken from a USB camera. When a pedestrian 

crossing is detected, the user's wristband vibrates, 

allowing the user to stop in front of the pedestrian 

crossing. The developed system detects pedestrian 

crossings with 86.7% accuracy [34], [35]. 

Aktaş and his colleagues detected tactile 

parquet surfaces in real-time in order to help visually 

impaired individuals. In their study, they used 

YOLOv2, YOLOv3, and YOLOv3 DenseNet 

architectures. They prepared the data set themselves. 

Photographs were obtained from places that are 

frequently used in daily life, such as libraries, 

subways, parks, walking paths, and streets in various 

districts and regions of Istanbul. The captured 

photographs were converted to 1024 × 768 in order to 

be used quickly and conveniently in the system. The 

larger the data set, the higher the accuracy rate of the 

study. For this purpose, a data augmentation process 

was applied. The data set initially consists of 1200 

photographs. Then, the data set was replicated with 

the OpenCV Library. As a result of the data 

duplication process, 4580 data points were accessed 

in the system. During the data duplication process, 

operations such as mirroring, whitening, and rotation 

were performed. The dataset was used individually in 

three different YOLO architectures. The results were 

compared. The best results were achieved with the 

YOLOv3 DenseNet architecture. It has been 

understood that YOLOv3 DenseNet architecture is 

better than other models in detecting tactile parquet 

surfaces with 89% F1-score, 92% average sensitivity 

and, 81% IoU values [36], [37]. 

As a result of the literature review, it is 

understood that the use of previously made systems in 

daily life is quite difficult. These difficulties are 

systems with low FPS values. Real-time detection 

cannot be made with a low frame rate. In addition, 

previous studies have carried out the detection of 

tactile parquet surfaces both indoors and outdoors 

with only one system. Shopping mall, metro, etc. A 

separate system is created for interior spaces such as 

walkways and streets, and a separate system for 

exterior spaces such as walkways and streets. 

Therefore, the user must use extra equipment such as 

a computer, cane, and wristband in his backpack to 

use the system. In the studies conducted, there are 

problems such as the inability to complete the studies 

due to lack of data. Unlike the studies in the literature, 

the system used in this study performed real-time 

detection at 150 frames per second. With this system, 

tactile parquet surfaces were detected both indoors 

and outdoors without the need for extra equipment 

such as canes, wristbands, or computers. For this 

reason, a lot of photographs were used while 

preparing the data set. The photographs that make up 

the data set were collected from different places and 

at different times. Thus, a data set closer to real life 

was created. With the created data set, a system that 

works very well in real life has been realized. 

In this study, a model that can detect tactile 

parquet surfaces in photographs, videos, and real-time 

operating systems that can be used in assistive 

technologies for individuals with visual impairments 

was developed. Considering the applicability and 

suitability of deep learning methods in the field of 

image processing, deep learning methods and image 

processing algorithms were mainly used in this study. 

When it comes to object detection based on deep 

learning, the YOLO method gives very good results 
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in real-time detection. A data set consisting of 6278 

labeled photographs was used as the data set within 

the scope of this study. In the experiments conducted 

on the data set, tactile parquet surfaces were detected 

with an F1 score of 89%, an average sensitivity of 

92%, and an IoU value of 81%. The study has three 

important contributions. In this study carried out, a 

new and large data set was created in this field, and 

tactile parquet surfaces were detected by using the 

YOLO method on this data set without depending on 

a specific camera angle. A new model with high-

performance values has been developed. Deep 

learning methods have been used in the field of tactile 

parquet surface detection. 

 

2. Material and Method 

 

In this study, a model that can detect tactile parquet 

surfaces in photographs, videos, and real-time 

operating systems that can be used in assistive 

technologies for individuals with visual impairments 

was developed. The study was carried out in three 

stages. In the first stage, the data set was prepared. For 

this purpose, tactile coating surfaces found in real life 

were used. Thus, when the study was implemented, a 

higher rate of compliance was achieved in real life. In 

the second stage, the data set duplication process was 

applied. As the data set increased, the accuracy rate of 

the system increased. The highest accuracy was 

achieved by using the created data set in four different 

architectures. Since the work will be real-time, the 

FPS rate must also be very good. In the last stage it 

has been implemented in real life. Figure 1 shows the 

general structure of the study carried out for the 

detection of tactile coating surfaces. 

 

 

 

Figure 1. The general structure of the study was carried out for the detection of tactile coating surfaces. 
 

2.1. Data Set 

 

Tactile surface indicators should be arranged to 

indicate access to facilities along the route and warn 

of possible dangers. Among these indicators, the one 

in the form of a bar/line is called the guiding surface, 

and the one with dots is called the warning surface. 

Indicators in the form of bars/lines provide guidance 

in finding direction. Dotted indicators serve as 

warnings by placing them in potentially dangerous 

areas such as stairs, pedestrian crossings, and 

train/subway platforms. In short, bar/line indicators 

mean “go” and dotted indicators mean “stop” [38], 

[39]. 

While preparing the data set, tactile surface 

samples of different types and from different 

environments were taken. For this purpose, 6278 

photographs were taken. In these photographs, 9814 

tactile surfaces were labeled. Figure 3 shows 9 

different tactile surface examples from the data set. 

Since real-time detection will be made in this study, 

photographs were taken from as real environments as 

possible. Figure 2 shows examples of tactile surface 

parquet. 

 

 
a)                         b) 
 

Figure 2 a) Guiding tactile surface b) Stimulating tactile 
surface. 
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Figure 3. Labeling of different photographs used in the 
data set. 

 

2.2. YOLO Architecture 

 

Deep Learning is one of the sub-topics of the field of 

machine learning and is also the most current topic. 

Deep Learning methods are used as artificial neural 

network algorithms inspired by the structure of the 

human brain. Deep Learning is part of a broader 

family of machine learning methods based on 

learning data representations as opposed to task-

specific algorithms. Deep Learning, along with 

studies in the field of machine learning, has also 

pioneered the expansion of the scope of artificial 

intelligence. Compared to superficial learning, the 

concept of deep learning has the advantage of 

building deep layers to reach more abstract 

information. Deep learning-based methods are used 

successfully in many fields. One of these is automatic 

object detection. In this study, tactile coating surfaces 

were detected with YOLOv4, YOLOv5, and 

YOLOv6, which is a version of the deep learning-

based object detection method YOLO algorithm. 

YOLO is a deep learning-based object 

recognition algorithm developed by Joseph Redmon. 

YOLO performs object detection using a single neural 

network to estimate class probabilities along with 

bounding boxes. YOLO's architecture is based on a 

convolutional neural network and has a fast structure 

[40]. 

YOLO treats object detection as just a 

regression problem, using a single neural network. In 

addition, YOLO also uses a single neural network 

framework to estimate bounding boxes and class 

probabilities. While the detection process is 

performed, the YOLO algorithm estimates the class 

and coordinates of all objects in the photo by dividing 

the relevant photo into grids. Thus, object detection is 

treated as a single regression problem. YOLO can 

directly calculate location coordinates and 

classification of objects without intermediaries. It 

processes photographs at 150 frames per second, thus 

providing users with real-time object detection. In this 

way, it has faster prediction power than other 

methods. This means that in the area where the object 

will be detected, it passes the object it needs to detect 

through the network only once and completes the 

detection process. Considering the literature, it is the 

fastest general-purpose object detection method [41]. 

YOLOv4 was a real-time object detection 

model released in April 2020 and achieved the highest 

performance on the COCO dataset. It works by 

dividing the object detection task into two parts; 

Bounding boxes are used to determine the class of the 

object. Secondly, the Regression method is used to 

describe the position of the object through classifiers. 

The Yolov4 application uses the Darknet framework. 

Using YOLOv4, many new contributions have been 

added to the YOLO family alongside previous 

research contributions, including new features 

specific to YOLOv4: CSP, WRC, SAT, CmBN, Mish 

activation, Mosaic data augmentation, DropBlock, 

CmBN orchestration, and Like CIoU loss. In 

summary, better object detection network architecture 

and new data development techniques are used with 

YOLOv4 [42]. 

YOLOv5 is a model in the YOLO family of 

computer vision models. YOLOv5 is widely used to 

detect objects. YOLOv5 comes in four main versions: 

small (s), medium (m), large (l), and extra-large (x), 

each offering increasingly higher accuracy rates. Each 

variant also takes a different amount of time to train. 

In the graph, the goal is to create a high-performance 

object detection model (Y-axis) based on extraction 

time (X-axis). Preliminary results show that YOLOv5 

performs very well compared to other state-of-the-art 

techniques for this purpose. YOLOv5 variants run 

faster than Effi-cientDet. As the most accurate 

YOLOv5 model, YOLOv5x can process photographs 

much faster with the same level of accuracy as the 

Effi-cientDet D4 model. Although YOLOv5 derives 

most of its performance improvements from 

PyTorch's training routines, its modeling architecture 

is still close to YOLOv4 [43]. 

The YOLOv6 model was released by 

Meituan in June 2022. It gave good results in the 

COCO dataset comparison. The YOLOv6 model is 

built on the basis of the YOLO architecture and offers 

various improvements and new methods over other 

models of the YOLO family. YOLOv6 is written in 

PyTorch. YOLOv6 has three major updates: a 

hardware-friendly spine, neck design, and dedicated 

head for efficiency, and effective training strategies. 
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YOLOv6's object detection performance has been 

shown to be comparable to other CNN-based 

algorithms, with improvements in both speed and 

accuracy with incremental versions of the algorithm. 

In this study, the effect of different image sizes on the 

performance of YOLOv6 subarchitectures is shown. 

The data set used for the YOLOv6 model in this study 

was derived into two versions with dimensions of 

416x416 and 640x640 [44]. 

YOLOv7 has a fast and powerful network 

architecture. It achieves this with four features it has. 

These features, integration method, increased label 

assignment, and model training efficiency. YOLOv7 

requires much less computing hardware than other 

deep learning models. With YOLOv7, it can be 

trained quickly with small datasets even without pre-

trained weights. These features make YOLOv7 a 

more effective model. Object tracking algorithms 

generally divide the image into regions, select 

possible regions containing objects, and classify each 

region separately, which increases the processing load 

[45]. 

YOLOv8 is equipped with more advanced 

post-processing techniques than its previous versions. 

These techniques are applied to estimated bounding 

boxes and object scores produced by the YOLOv8 

neural network. With YOLOv8, it refines detection 

results, removes unnecessary detections, and 

increases the overall accuracy of predictions. These 

techniques include Soft-NMS, a variant of the non-

maximum suppression (NMS) technique used in 

YOLO architectures. Instead of completely deleting 

overlapping bounding boxes, Soft-NMS applies a soft 

threshold to them. YOLOv8 passes the image through 

the convolutional ANN at once and performs group 

normalization. This provides a frame processing 

speed that can vary from 5 FPS to 160 FPS [46]. 

 

3. Results and Discussion 

 

A computer with an AMD Ryzen 1500X 3.5 GHz 

processor was used in this study. NVIDIA GeForce 

GXT 1050Ti 4GB GDDR5 was preferred as the 

graphics card. Memory speed is 16 GB 3000 MHz. 

Firstly, the YOLOv8 dataset architecture was used. 

The training period for detecting tactile coating 

surfaces on the YOLOv8 architecture lasted 4 hours, 

49 minutes, and 15 seconds. For tactile-coated 

surfaces, the highest accuracy rate was 97.2% on the 

stimulating surface and 98.9% on the guiding surface. 

The average accuracy rate was 97.9%. Table 1 shows 

the results occurring in the YOLOv8 architecture. 
 

Table 1. Results of YOLOv8 architecture. 

Class Precision Recall F1-Score mAP@.5 mAP@.5:.95 

All 0.979 0.905 0.940 0.977 0.789 

Stimulating 0.972 0.914 0.942 0.973 0.719 

Guiding 0.989 0.896 0.940 0.980 0.859 

 

The guiding and stimulating surfaces on 

tactile coating surfaces have different accuracy 

rates. This is due to differences between tactile 

coating surfaces. The average performance values 

of the YOLOv8 architecture were Precision 97.9%, 

Recall 90.5%, F1-Score 0.940, mAP@.5 0.977, 

mAP@.5:95: 0.789. Figure 4 shows the confusion 

matrix implemented in the system. 

 
Figure 4. Confusion matrix resulting from YOLOv8 architecture. 
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A confusion matrix application was carried 

out to evaluate the performance of this study. The 

performance of the classification algorithm is 

visualized with the confusion matrix. For the 

confusion matrix, 406 images were used for detection. 

Figure 5 shows the confusion matrix results. 

As a result of the confusion matrix, the 

average accuracy was determined as 95.50%. The 

confusion matrix results were very close to the 

simulation results. The confusion matrix results and 

simulation results show that the study is suitable for 

the real environment. 

In this study, YOLOv5, YOLOv6, and 

YOLOv7 architectures were used as deep learning. 

The same data set was used in all studies. Thus, the 

error rate is minimized. The results for the YOLOv5, 

YOLOv6, and YOLOv7 architectures used in this 

study were shown in Figure 6. 
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Figure 5. Confusion matrix result.

 

Figure 6. YOLOv5, YOLOv6, and YOLOv7 architectures results. 

 

When the accuracy was examined in this 

study, the highest accuracy was obtained at 97.9% in 

the YOLOv8 architecture. The lowest accuracy was 

90.8% in the YOLOv7 architecture. The second and 

third accuracy rates were 92% in the YOLOv5 

architecture and 90.8% in the YOLOv7 architecture. 

When F1 scores are examined, the highest rate 

occurred in the YOLOv6 architecture. It was later 

implemented in YOLOv8, YOLOv5, and YOLOv7 

architectures. 

Since the work will be real-time, the FPS 

speed must be sufficient. In the YOLOv8 architecture, 

which gives the highest accuracy rate, the speed has 

increased up to 150 FPS. At this rate, it is sufficient 

for real-time detection. Real-time detection was 

carried out with photographs taken from the camera. 

K-Fold Cross Validation method: It divides the 

data set into “k” equal parts and creates validation 

data for each part one by one. Thus, each data point is 

used as validation data at least once. In this way, the 

overall performance of the model is evaluated more 

accurately. There are 6278 samples in the data set of 

the study. Here, the number k is determined as 5. In 

other words, the data set is divided into 5. There are 

1255 samples in each dataset. Their distribution is 

distributed in the same proportions as in the general 

data set. Figure shows the results after the K-Fold 

Cross Validation method. 
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Figure 7. K-Fold Cross Validation method. 

The average accuracy rate of the results 

obtained after the K-Fold Cross Validation method 

was 97.30. With this result, the overall result of the 

system is equal to the two results checked. Thus, it is 

understood that the overall performance of the model 

is good. 

In Figure 8, tactile coating surfaces have been 

determined in 9 different ways. To ensure that the 

system adapts to real life, it has been implemented at 

different times and in different environments. 
 
 
 
 
 

 

Figure 8. Detection of different tactile-coated surfaces. 

 

When the literature studies are examined, 

many studies have been done. In these studies, ready-

made data sets were not always used. In some studies, 

the most appropriate data set for the system to be 

prepared was prepared. Table 2 shows the comparison 

of literature studies. 
 

Table 2. Comparison of literature studies. 

Writer FPS Number of Image Architectural Architectural 

Ghilardi et all [22]  16.27 7000 Faster R-CNN %88.48 

Einloft et all [21] - 8766 Faster R-CNN - 

Jie et all [23]   2 1586 Faster R-CNN - 

Redmon et all [33] 70 6772 YOLOv3-Tiny %71 

Redmon et all [34] 60 350 Dronet %80 

Asami et all [24]   50 32 YOLOv5 %92 

Wang et all [30] 60   %92 

96,7

96,8

96,9

97

97,1

97,2

k1 k2 k3 k4 k5

K-Fold Cross Validation method

Precision %
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As a result of the literature review, it is 

understood that the usability of previous systems in 

daily life is quite difficult. These difficulties are that 

they have a low FPS value. For this reason, the 

systems made cannot be used in real-time. The 

systems made have focused only on the tactile coating 

in a certain place. In this case, different tactile 

coatings cause the surfaces to be detected at a very 

low rate or not detected at all. 

In this study, four of the latest versions of the 

YOLO architecture were used. In this way, the highest 

accuracy rate and FPS speed have been determined by 

making a comparison. FPS speeds are very good 

because YOLO architectures take only one look at the 

image and detect it. The speed of 150 FPS has been 

reached in the YOLOv8 algorithm. In this way, the 

detection process can be performed very easily in 

real-time. 

 

4. Conclusion and Suggestions 
 

This study was not prepared for just one location. It is 

prepared according to the environments you will 

encounter in real life. Ready-made data sets were not 

used for this. A unique data set was prepared for the 

study. Images from many different environments 

were used for the data set. Each tactile coating surface 

in these images is individually labeled. Therefore, it 

was more easily applied in the real environment. 

Additionally, YOLO architectures, the best 

deep learning method for real-time detection, were 

used. To achieve the best results in these 

architectures, YOLOv5, YOLOv6, YOLOv7, and 

YOLOv8 architectures were used. The highest result 

was 97% accuracy in the YOLOv8 architecture. A k-

fold cross validation process was applied to measure 

the performance evaluation of the study. Ultimately, 

it proved the performance of the model. In order for 

this study to work in real time, the FPS speed must be 

good. In the study, the FPS rate was increased up to 

150 with the YOLOv8 architecture. 

 

Statement of Research and Publication Ethics 

 

The study is complied with research and publication 

ethics.
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