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ABSTRACT 

Machine learning, one of the most well-known applications of artificial intelligence, is altering the world of 

research. The aim of this study is to generate predictions for Heart Disease Prediction (HDP) by employing 

effective machine learning approaches and to predict whether an individual has heart disease. The primary 

objective is to evaluate the predictive accuracy of various machine learning algorithms in predicting the presence 

or absence of heart disease. The KNIME data analysis program has been selected, and overall accuracy is chosen 

as the primary indicator to assess the effectiveness of these strategies. Utilizing details such as chest pain, 

cholesterol levels, age, and other factors, along with different machine learning technologies such as K Nearest 

Neighbor (KNN), Naive Bayes, and Logistic Regression, a dataset of 319,796 patient records with 18 attributes 

was utilized. Naive Bayes, K Nearest Neighbor (KNN), and Logistic Regression were employed as machine 

learning techniques, and their prediction accuracies were compared. The application results indicate that the 

logistic regression approach outperforms the K Nearest Neighbor method and the Naive Bayes method in terms of 

predicting accuracy for heart disease. The prediction accuracy of K-NN is %90,77, Naive Bayes is %86,633, and 

logistic regression is %91,60. In conclusion, machine learning algorithms can accurately identify heart disease. 

The results suggest that these methods could assist doctors and heart surgeons in determining the likelihood of a 

heart attack in a patient. 

 

Keywords: Naïve Bayes Algorithm, Logistic Regression, K Nearest Neighbor, Heart Disease. 

 

KALP HASTALIĞI TAHMİNİNDE MAKİNE ÖĞRENİMİ ALGORİTMALARININ 

PERFORMANS KARŞILAŞTIRMASI 
ÖZET 

 

Makine öğrenimi, araştırma dünyasını değiştiren, yapay zekânın en bilinen uygulamalarından biridir. Bu 

araştırmanın hedefi, etkili makine öğrenimi yaklaşımlarını kullanarak Kalp Hastalığı Tahmini için tahminler 

üretmek ve kişinin kalp hastalığına sahip olup olmadığını tahmin etmektir. Temel amaç, çeşitli makine öğrenimi 

algoritmalarının kalp hastalığının varlığını veya yokluğunu tahmin etmedeki öngörü doğruluğunu 

değerlendirmektir. KNIME veri analizi programı genel doğruluk, bu stratejilerin etkinliğini değerlendirmek için 

temel gösterge olarak seçilmiştir. Göğüs ağrısı, kolesterol seviyeleri, bir kişinin yaşı ve diğer faktörler gibi detaylar 

kullanılarak ve K En Yakın Komşu (KNN), Naif Bayes ve Lojistik Regresyon gibi farklı makine öğrenimi 

teknolojileri kullanılarak, 319796 hasta kaydı ve 18 niteliğe sahip bir veri seti kullanılmıştır. Makine öğrenimi 

teknikleri olarak Naive Bayes, K En Yakın Komşu (KNN) ve Lojistik Regresyon kullanılmış ve tahmin 

doğrulukları karşılaştırılmıştır. Uygulama sonuçları, lojistik regresyon yaklaşımının kalp hastalığı için tahmin 

doğruluğu açısından K En Yakın Komşu yönteminden ve Naive Bayes yönteminden daha iyi olduğunu 

göstermektedir. K-NN'nin tahmin doğruluğu %90,77, Naive Bayes'in %86,633 ve lojistik regresyonun %91,60'dır. 

Sonuç olarak, makine öğrenimi algoritmalarının kalp hastalığını büyük oranda doğru bir şekilde tanımlayabileceği 

görülmüştür. Sonuçlar, bu yöntemlerin bir hastada kalp krizi olasılığını belirlemede doktorlara ve kalp cerrahlarına 

yardımcı olabileceğini göstermektedir. 

 

Anahtar Kelimeler: Naïve Bayes Algoritması, Lojistik Regresyon, K En Yakın Komşu, kalp hastalığı.  
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1. INTRODUCTION 

 

Heart disorders are the leading cause of death worldwide. Heart disease is a term used to describe a condition that 

leads to the narrowing or blockage of the coronary arteries, potentially causing heart failure, chest pain, or stroke. 

The World Health Organization (WHO) predicts that in 2019, around 17.9 million individuals will succumb to 

fatalities caused by heart attacks. Pavan Kumar (2019). The objective of artificial intelligence (AI), a discipline 

within computer science, is to enhance the intelligence of computers. Intelligence relies on learning, making 

machine learning (ML) a crucial aspect of artificial intelligence (AI). Machine Learning (ML) is a rapidly 

advancing field within Artificial Intelligence (AI) that finds application in several domains, particularly in the 

healthcare sector (Ferdous et al., 2020). The healthcare industry notably benefits from machine learning (ML) due 

to its intelligent capabilities for information analysis, which is particularly valuable given the abundance of data 

in the medical sector. In recent years, the digital revolution has led to the capture and storage of vast quantities of 

data. Modern hospitals have easy access to monitoring and data collection equipment, which are often used and 

generate large amounts of data. Given the immense challenge that people face in extracting important insights 

from enormous amounts of information, machine learning is increasingly being utilized to analyze this data and 

detect problems in the healthcare sector (Bhardwaj et al., 2017). Vivekanandan (2017) was able to forecast heart 

disease and many other medical conditions using machine learning approaches. Thus facilitating the utilization of 

efficacious medications and thus saving numerous lives. The fundamental objectives of artificial intelligence and 

machine-learning algorithms employed in diagnosing cardiac disease are to achieve precise results and detect 

valuable trends. The initial stages of cardiac disease are often asymptomatic, with heart attack and brain stroke 

being the earliest manifestations. Heart disease is a concealed threat that claims more lives than cancer in many 

countries. Diabetes, elevated lipid levels, and increased bloodline weight are all risk factors for cardiovascular 

disease. Consequently, these variables ultimately cause damage to the heart. An overview of machine learning 

categorization is provided in this article, along with methods suggested to aid medical practitioners in diagnosing 

heart disease (Al-Janabi et al., 2018). 

Many studies have recently been conducted in the era of artificial intelligence to detect whether a person has heart 

disease. The results of using machine learning algorithms to forecast heart disease were promising. According to 

reports, these algorithms are often successful. The Cleveland heart disease dataset was built by Kavitha et al. 

(2021) Hybrid machine learning models demonstrate efficacy in predicting cardiac disease by amalgamating 

various methods like decision trees, logistic regression, SVM, random forests, and neural networks. These models 

utilize the advantages of each method to enhance accuracy and resilience. The procedure entails gathering patient 

data, doing preprocessing, building the hybrid model, training, assessing, and fine-tuning it to achieve optimal 

performance. Hybrid models facilitate timely intervention and tailored treatment approaches for patients who are 

at risk of developing heart disease, but it is essential to validate them using varied datasets. To create and 

implement systems using Python. Yadav et al. (2020): This study uses machine learning techniques to diagnose 

cardiac problems by evaluating patient data and discovering patterns for precise prediction. Multiple algorithms, 

such as decision trees, logistic regression, support vector machines (SVM), random forests, and neural networks, 

are employed. Early detection and individualized therapy are facilitated by this technique, but ensuring reliability 

requires thorough validation using varied datasets. Averbuch et al. (2022) Artificial intelligence (AI) and machine 

learning (ML) are employed in several applications for heart failure in this study. These technologies aid in the 

early identification, anticipation of risks, tailored therapy, and prediction of outcomes. Artificial intelligence (AI) 

and machine learning (ML) algorithms examine patient data, including medical records, diagnostic tests, and data 

from wearable devices, in order to detect patterns and generate precise predictions. These apps possess the capacity 

to increase patient care, optimize treatment options, and improve overall results in the management of heart failure. 

Ramesh et al. (2022) in this study employ machine learning techniques to do predictive analysis of cardiac 

disorders. These methodologies scrutinize extensive volumes of patient data, including medical records, diagnostic 

examinations, and risk indicators, with the purpose of detecting trends and generating precise forecasts. 

 

By leveraging machine learning algorithms, healthcare professionals can improve early detection, risk assessment, 

and personalized treatment strategies for individuals at risk of heart disease. This predictive analysis has the 

potential to enhance patient outcomes and contribute to more effective management of heart diseases. Sajja et al. 

(2021) The current project involves the utilization of machine learning techniques to categorize and forecast 

instances of heart disease. Machine learning algorithms can accurately anticipate outcomes by examining patient 

data, such as medical history and diagnostic testing, and identifying trends. This methodology has the capacity to 

augment the categorization of cardiovascular illness and boost prognostic models, resulting in superior diagnosis 

and individualized therapeutic approaches. Dwivedi (2018) assesses the performance of various machine learning 

algorithms in predicting cardiac disease. Researchers endeavor to determine the most precise and efficient models 

by comparing and evaluating different algorithms. The evaluation approach enhances diagnosis and risk 

prediction, empowering healthcare practitioners to make well-informed decisions and deliver superior care for 

patients suffering from heart disease. Nagavelli et al. (2022) employed four machine learning models to forecast 
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heart disease, aiming primarily to furnish clinicians with a tool to assist in the timely identification of cardiac 

problems. Consequently, effectively treating patients while mitigating severe repercussions will be far more 

manageable. The researchers are doing experiments with several decision tree classification algorithms, 

specifically XGBoost, in order to enhance the accuracy of diagnosing heart disease. Ali et al. (2021) This study 

uses supervised machine learning algorithms to predict cardiac disease and evaluates and compares their 

performance. Researchers endeavor to assess the efficacy of various algorithms in properly predicting cardiac 

disease. This study aids in identifying the most dependable and precise models for early identification and 

enhanced patient care. Ping Li et al. (2020) This study utilizes machine learning classification techniques in the 

field of e-healthcare to detect and diagnose cardiac problems. These techniques employ patient data and employ 

machine learning algorithms to categorize individuals as either having or not having cardiac disease. Through the 

utilization of this strategy, healthcare providers can optimize the detection of heart disease, resulting in prompt 

interventions and enhanced outcomes in e-healthcare environments. Tougui and Mhamdi (2020): This study uses 

data mining tools and machine learning approaches to classify cardiac disease. Through the examination of patient 

data, these methods detect trends and employ machine learning algorithms to categorize individuals into distinct 

heart disease groups. This approach improves the precision of cardiac disease categorization and assists in tailoring 

treatment regimens, thereby enhancing patient care. As contribution, the study will gather a large database 

encompassing various patient information, including demographic data, lifestyle habits, medical history, and 

numerous health markers. This dataset will provide an effective foundation for training and evaluating machine 

learning methods. The study will offer a performance comparison of various machine learning algorithms, such as 

Naïve Bayes, K-Nearest Neighbor (K-NN), and Logistic Regression. This comparison will offer an understanding 

of the advantages and disadvantages of each algorithm in the specific context of predicting heart disease. The study 

will utilize multiple metrics to evaluate the predictive accuracy of each algorithm including accuracy, precision, 

recall, and F1 score.. This review will provide a comprehensive assessment of the accuracy of each algorithm in 

predicting heart disease. The study will discover the primary determinants of heart disease, as indicated by machine 

learning algorithms. This information will assist healthcare practitioners in prioritizing the most crucial risk 

factors. The study will examine the practical effects of applying machine learning for the prediction of heart 

disease, including possible advantages such as timely identification and intervention as well as difficulties such as 

protecting data privacy and requiring additional validation as will see in section 3. The study will propose potential 

areas for future investigation, including the exploration of improved machine learning methods, the integration of 

different forms of data (such as genetic data), and the implementation of multi-center studies to improve the 

applicability of the results. The contributions will be as follows: 

 

• Development of a comprehensive dataset for heart disease prediction. 

• Comparison of the performance of multiple machine learning algorithms. 

• Evaluation of predictive performance using various metrics. 

• Identification of key predictors of heart disease. 

• Discussion of the practical implications of using machine learning for heart disease prediction. 

• Suggestion of directions for future research in this area. 

 

The abstract gives a quick summary of the paper, covering what the study is about, how it was done, what was 

found, and what conclusions were drawn. The introduction section explains why predicting heart disease 

accurately matters and how machine learning fits into healthcare. It also outlines what the paper aims to achieve. 

Next, the literature review looks at what other studies have done in predicting heart disease with machine learning. 

The methodology section explains how the study was conducted, including the data used, how it was prepared, 

and which machine learning methods were tested. It also describes how these methods were evaluated. In the 

results and discussion section, the findings from testing different machine learning methods are presented with 

tables and graphs showing how well they performed. The discussion then analyzes these results, comparing the 

strengths and weaknesses of each method and discussing what they mean for predicting heart disease and 

healthcare. Finally, the conclusion summarizes the main points of the study and suggests areas for future research. 

The references section lists all the sources used in the paper. 

 

2. MATERIAL AND METHOD 

 

2.1. KNIME Platform 

 

The open-source reporting and integration platform for data analytics is called KNIME, or Konstanz Information 

Miner. The Silicon Valley Software Company and the University of Konstanz jointly created it. With its modular 

data pipelining architecture, KNIME integrates multiple components for data mining and machine learning. The 

arrangement of nodes for modelling, data analysis, data visualization, and ETL (extraction, transformation, 

loading) of data is made possible through a graphical user interface. It is created in Java using Eclipse as a basis. 
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KNIME has been utilized in medicinal research since 2006 (Bernd Wiswedel, 2009). The open-source program 

KNIME tries to address these issues by offering a platform that may quickly be expanded. has newly integrated 

tools and a tightly typed data structure, enabling workflow authors to meticulously describe the workflow's moves. 

Old nodes are also deprecated in KNIME, which means that even after many years, using workflows developed 

with prior versions still produces the same results. i.e., Figure 1 shows the KNIME user interface (Berthold et al., 

2009). 

 

Figure 1: Interface of KNIME  

KNIME's quantity of data analysis and machine learning nodes is one of its advantages. Although its default 

configuration already includes a wide range of algorithms for this purpose, the plug-in system is what permits 

outside developers to quickly put together their products and make them match with one another's production. 

Tool integrations are of particular importance to users in the data sciences (Fillbrunn et al., 2017). 

2.2. Naïve Bayes 

 

Naive Bayes is a machine learning method that relies on Bayesian formula-based probability models and is 

generally considered to be straightforward. Despite its simplicity, Naive Bayes often surpasses more intricate 

classification approaches. The basis of this algorithm is conditional probability. The approach relies on a 

probability table as its model, which is then updated using training data. The "probability table" derives its class 

probabilities for predicting a new observation based on the values of its features. The term "naive" is used to 

describe it due to its core assumption of conditional independence (Ahmed et al., 2023). Figure 2 explains the 

principle of Naïve Bayes. 

 

Figure 2: Present the Naive Bayes principle  

Consider the graphic above as a visual representation of the concept of Naive Bayes classification. The objects can 

be classified as either red or green, as demonstrated. It is incumbent upon us to categorize incoming situations by 

ascertaining their appropriate class label, considering the existing items. Given the ratio of twice as many green 

items to red objects, it is plausible to infer that an undetected new example is more likely to belong to the green 

group. The assumption mentioned is commonly known as the prior probability in Bayesian analysis. Prior 

probabilities are commonly utilized to anticipate outcomes based on previous experience, specifically by 

considering the relative proportions of green and red objects. The naive Bayes algorithm employs a probabilistic 

approach to determine the most likely class for a given set of data by considering the judgments of many classes. 

The naive Bayes algorithm employs fictional probabilities in a deliberate manner to perform its calculations. The 

Bayes Theorem can be expressed using the following formula: (Yang, 2018). 
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                                                                          P(Q|X) =  
P(X|Q) .P(Q)

P(X)
                                                                   (1) 

                                                 P(Q|x)  = P(x1|Q) × P(x2|Q) × … × P(xn|Q) × P(X)                                        (2) 

With details as i.e. Table 1: 

Table 1: Definition of variables 

ITEM NEEDED 

X Data with an unclassified class 

Q The assumption 𝑋 is a particular class  

𝐏(𝐐|𝐗)  The probability of the Q assumption refers to 𝑋 

𝐏(𝐐)  Probability of the assumption Q (prior probability) 

𝐏(𝐗|𝐐)  Probability 𝑋 in the assumption Q 

𝐏(𝐗)  

 

Probability 𝑋 

 

Patil (2013) This classification technique analyzes the relationship between each feature and the class for every 

occurrence. It calculates a conditional probability to determine the correlations between the feature values and the 

class. This text offers a comprehensive examination of machine learning categorization. The Naive Bayes 

algorithm utilizes the joint probabilities of features and classes to assess the probability of a document belonging 

to a certain class. 

2.3. K-Nearest Neighbor (K-NN) 

The majority of classification issues employ the supervised machine learning technique known as k-nearest 

neighbor (KNN). The utilization of this technique in forecasting illnesses has a long-standing historical 

background. The KNN algorithm which is a supervised learning method, utilizes the labels and properties of the 

training data to make predictions about the categorization of unlabeled data. The KNN classifier, a case-based 

machine learning approach, is employed to automatically classify or categorize textual data. The KNN classifier 

is built upon the Euclidean distance, which is used to measure the similarity between texts and the k training data 

(Rajeswari et al., 2017).  The equation provided calculates the Euclidean distance, denoted as d (x, y), between 

two points x and y.  

d(x|y) =  ∑ √xi 
2 −  yi

2N
i=1                                                                (3) 

The K-NN approach aims to categorize a given sample data point as a classification problem by utilizing a dataset 

consisting of data points arranged into multiple classes (Uddin et al., 2022). Mahesh (2020) says the K-nearest 

neighbors (KNN) approach generally utilizes the k nearest training data points. Which datasets are the most similar 

to the testing query when using a training model that corresponds to the testing query for classification? The 

category is determined by applying a majority selection rule. The KNN technique is widely recognized and 

extensively used for classification problems due to its very versatile and straightforward design. To explain the 

KNN algorithm in visual form, i.e., figure 3. 

 

Figure 3 : Scenario of the KNN algorithm in visual form. 
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An object is provided with a class that includes its k-nearest neighbors. The K-NN algorithm categorizes a vector 

by utilizing the classes of its k-nearest neighbors in the new test feature, as seen in figure 4. (Medjahed et al., 

2013).  

 

Figure 4: The K-nearest neighbors’ method. 

2.4. Logistic Regression 

The logistic regression approach in supervised machine learning is used for binary classification tasks by 

estimating the probability of an action, occurrence, or observation. Logistic regression (LR) is the primary 

statistical and data mining technique employed by mathematicians and scientists to analyze and classify binary 

and relative response datasets (Haziemeh et al., 2023). Ferdous et al. (2020) Logistic regression, like the Naïve 

Bayes model, derives a set of weighted features from the input, transforms them into logarithmic values, and then 

combines them in a linear manner. The technique entails the multiplication of each feature by its corresponding 

weight, followed by the summation of the results. The primary differentiation between naive Bayes and logistic 

regression lies in the fact that logistic regression employs a naive Bayes approach, whereas the generative classifier 

utilizes a discriminative approach. 

For logistic regression, the sigmoid function is known as an activation function and is described as follows: 

𝑓(𝑥) =  
1

1+ 𝑒−𝑥                 (4) 

as, 

e = natural logarithms' base 

x = numerical value one wishes to transform 

Data preparation for the logistic model required: 

Output Binary Variable, eliminate noise, Remove Correlated Inputs from the Gaussian Distribution Fails to 

Converge (Rymarczyk et al., 2019). 

2.5. Dataset 

The CDC's dataset encompasses the majority of racial groups in the US, including white individuals, American 

Indians, Alaska Natives, and African Americans. It can be accessed via a Kaggle online repository. The initial 

dataset, comprising approximately 300 variables, was reduced to 319,796 patient records, retaining only about 18 

variables. This dataset is versatile and can be utilized for a wide range of machine learning methodologies 

(PYTLAK, 2020). Preprocessing of the dataset is necessary to address potential errors, missing data, redundancy, 

noise, and other factors that may hinder the accurate utilization of the machine learning algorithm. Additional 

preparatory processes for the dataset may vary depending on its organization and can encompass data cleansing, 

transformation, imputation of missing values, normalization, feature selection, and other approaches (García et al., 

2016). The datasets share similar features for heart disease. The number of attributes for each sample is 18. These 

characteristics are BMI, smoking, drinking alcohol, stroke, physical health, mental health, difficulty walking, sex, 

age category, race, diabetes, physical activity, general health, sleep duration, asthma, kidney disease, skin cancer, 

and heart disease. i.e.  Table 2 contains details about the characteristics and sample of the dataset explained in, i.e., 

Table 3. 
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Table 2 : Fields in the dataset and their descriptions. 

Attribute name Description 

BMI Body Mass Index (had) skin cancer? Yes or No 

Smoking Smoking cigarettes or not 

Drinking Alcohol Drinking alcohol or not 

Stroke (had) a stroke or not 

Physical Health Health physically for how many days over the last 30 days, considering illnesses 

and injury. 

Mental Health 

 

How many days out of the last 30 have you experienced poor mental health? (0-30 
days) 

Difficult Walking Have serious difficulty walking or climbing stairs 

Sex Male or female 

Age Age category 

Race Description the race of person (white, Hispanic, black ...) 

Diabetic Had diabetes? Yes or No 

Physical Activity Participated in physical activity or exercise outside of their normal employment in 
the last 30 days? (Yes or No) 

General Health General your health is (good, very good, fair) 

Sleep Time How much sleep do you get each night in a 24-hour period? 

Asthma Had asthma? (Yes or No) 

Kidney Disease had kidney disease (Yes or No) 

Skin Cancer (had) skin cancer? Yes or No 

heart disease Persons who have a myocardial infarction (MI) or heart disease (HD) 

 

 

Table 3: Sample of dataset used for the research. 

Heart Disease BMI Smoking Alcohol Drinking Stroke 

No 16.6 Yes No No 

No 20.34 No No Yes 

No 26.58 Yes No No 

No 24.21 No No No 

No 23.71 No No No 

2.6. Evaluating Model Performance 

Researchers use metrics to evaluate prediction models and present the results of their performance. To show the 

efficacy and reliability of the test, the sensitivity, specificity, and accuracy of statistical metrics are used to evaluate 

the efficacy of the suggested technique. All of the research studies reviewed in our article employ accuracy as their 

primary performance evaluation parameter (Gupta et al., 2013). 

2.6.1. Confusion Matrix 

Hossin (2015) A predictive analysis tool can be described as a confusion matrix within the field of machine 

learning. The evaluation of a classification-based machine learning model's performance is conducted using the 

confusion matrix. The confusion matrix is a table that summarizes the number of correct and incorrect predictions 

made by a classifier or classification model for binary classification tasks. By visualizing the confusion matrix, 

i.e., figure. 5 illustrates the confusion matrix. 
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Figure 5: Confusion matrix. (Hossin, 2015) 

TP (True Positive): It indicates that the model predicted a positive result, and the true value was indeed positive. 

TN (True Negative): It represents the model displaying a negative value when the true value was negative. 

FP (False Positive): This occurs when the model predicts a positive result, but it is incorrect or false. 

FN (false negative): This refers to the model predicting a negative result, but it is incorrect or false. (Hossin, 2015)  

Confusion matrix contains a lot of ways to calculate accuracy as following:  

A. Accuracy 

In general, the accuracy metric calculates the percentage of accurate predictions for all data that were considered. 

 

        acc =  
TP+ TN

TP+ FP+ TN+ FN
                             (5) 

 

Accuracy is a metric that quantifies the proportion of correct predictions generated by your model on the 

complete test dataset. Accuracy is a fundamental metric that serves as a reliable measure to evaluate the 

performance of the model. Unbalanced datasets render accuracy an inadequate metric. 

The accuracy score may not provide an accurate representation of a model's performance, and it is not the sole 

statistic used to evaluate a model's performance. In such scenarios, it is crucial to take into account other evaluation 

metrics, including precision, recall, F-score, and ROC curve. 

B. Precision 

Precision is a measure that indicates the proportion of accurately predicted cases that did not result . in favorable 

outcomes. This would confirm the reliability of our model. When the occurrence of a false positive is more 

troublesome than that of a false negative, accuracy serves as a useful signal (Ma J et al., 2019). 

Precision =  
TP

TP+TN
                      (6) 

C. Recall 

The percentage of actual positive cases that our model properly predicted is known as recall. The formula that 

explains recall is:  

Recall =  
TP

TP+FN
                         (7) 

The recall is higher, indicating that a significant proportion of the positive instances (true positives and false 

negatives) would be correctly identified as positive (true positives). This will lead to an increase in the number of 

FP measurements being conducted and a decrease in overall accuracy. The recall rate is low, indicating that a 

significant proportion of false negatives occurred when instances that should have been classified as positive were 

instead labeled as negative. This suggests that in the event of identifying a positive example, one can have a higher 

level of certainty that it is indeed a genuine positive (Vakili et al., 2020). 
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D. F1-score 

The f-score, also known as the f-measure, is a metric that evaluates the performance of an algorithm by taking 

into account both precision and recall. The mathematical representation of recall and precision is based on the 

principles of harmonious techniques (Kabir et al., 2023). 

F − score = 2 ×  
Precision ×Recall

Precision+Recall
           (8) 

E. Specificity 

Specificity refers to the proportion of genuine negatives that the model correctly identifies. This suggests that 

there will be a specific proportion of accurate negative predictions that will be classified as positive and can be 

labeled as false positives (Banaei et al., 2019). 

Specificity =  
TP

P
                        (9) 

F. Sensitivity 

Sensitivity, also known as the true positive rate, is determined by the proportion of correctly diagnosed heart 

disease cases among all positive predictions made by the models (Hand, 2007). 

Sensitivity =  
TN

N
                    (10) 

3. RESULT AND DISCUSSION  

 

Comparing three machine learning techniques: Naive Bayes, K-NN, and Logistic Regression. The requisite data 

was initially uploaded to the KNIME environment. To access the data, which is in "CSV" format, navigate to the 

"IO" section in the KNIME environment and select "Read." From there, choose "CSV Reader." Upon perusing the 

input, In order to apply the Naive Bayes and K-NN algorithms to the analysis, it is necessary to divide the data 

into separate parts. Partitioning demonstrates the act of dividing or separating something into smaller parts. The 

dataset is partitioned into two segments: the training data and the test data. The study employed an 80% train data 

and 20% test data split. The overall dataset consisted of 319,795 samples, with 255,836 samples allocated for 

training and 63,959 samples for testing we also used . The training set evaluates the model's ability to account for 

the data in the target variable, while the test set assesses the model's performance on new, unseen observations. 

During the modeling phase, Naive Bayes learning and prediction nodes are incorporated into the model. In this 

case, a scorer is utilized to provide the final result. The information can be observed in the provided illustration, 

specifically in Figure 6. 

 

Figure 6 : Utilizing naive bayes to classify the heart disease dataset. 

As a result, the overall accuracy was %86,63 with the confusion matrix, i.e., figure 7. 
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Figure 7: Confusion matrix for Naive bayes method. 

Also, we can see the performance evaluation calculations from the KNIME environment, i.e., Table 4.   

Table 4: Performance evaluation for naive bayes algorithm 

 TP FP TN FN Recall Precision Sensitivity  Specificity F-measure 

Yes 2128 5206 53278 3347 0.389 0.29 0.389 0.911 0.332 

No 53278 3347 2128 5206 0.911 0.941 0.911 0.389 0.926 

 

When using the K-NN method, learning and prediction nodes are added to the model throughout the modeling 

phase; here, the scorer is the product result. We can view that, i.e., figure 8. 

 

Figure 8: Heart disease dataset classification using the K Nearest Neighbor (K-NN) algorithm. 

 To compute the accuracy overall, it was %90,77 with the confusion matrix as a figure 9. 

 

Figure 9: Confusion matrix for K - Nearest Neighbor 
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Also, we can see the performance evaluation calculations from the KNIME environment in Table 5.   

Table 5: Performance evaluation for K-NN algorithm 

 TP FP TN FN Recall Precision Sensitivity  Specificity F-measure 

Yes 57919 5402 137 501 0.991 0.915 0.991 0.025 0.952 

No 137 501 57919 5402 0.025 0215 0.025 0.991 0.044 

 

Finally, we used the logistic regression method for predicting heart diseases. Instead of an 80-20 split, the data is 

partitioned into 10-fold and 5-fold cross-validation segments using the "Partitioning" node. This ensures more 

robust evaluation by repeatedly splitting the dataset into training and testing subsets. Each fold represents a distinct 

combination of training and testing data. Learning and prediction nodes are added to the model throughout the 

modeling phase; here, we used a scorer for the product result. We can view that, i.e., figure 10. 

 

Figure 10: Classification of the Heart Disease data set using Logistic Regression  

This method achieves %91,43 accuracy with the confusion matrix, i.e., figure 11. 

 

Figure 11: Confusion matrix for Logistic Regression 

Also, we can see the performance evaluation calculations from the KNIME environment, i.e., Table 6.  

Table 6 : Performance evaluation for Logistic Regression algorithm 

 TP FP TN FN Recall Precision Sensitivity  Specificity F-measure 

Yes 292374 27357 16 48 1 0.914 1 0.001 0.955 

No 16 48 292374 27357 0.001 0.25 0.001 1 0.001 
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4. CONCLUSION 

 

Heart disease is an important concern in our modern world. Therefore, there is a requirement for an automated 

system capable of forecasting cardiovascular illness in its early stages. Feature selection and prediction are crucial 

components of any automated system. Enhancing our ability to forecast cardiac disease can be achieved by 

carefully choosing relevant features. Within this research endeavor, we formulated three distinct methodologies 

for doing comparative analysis, which yielded advantageous outcomes. Machine learning techniques outperformed 

other methods in this analysis. The evaluation metrics include the confusion matrix, accuracy, specificity, 

sensitivity, and F1 score. Our objective is to enhance the precision and efficiency of forecasts by reducing the 

number of features and tests required. A dataset consisting of 319,795 data entries is utilized for machine learning 

(ML) methodologies. The algorithms are compared in Table 7. 

Table 7: Result Comparison 

Algorithms Partition Accuracy 

Naïve Bayes 80 train, 20 test 86,63% 

K-Nearest Neighbors 80 train, 20 test 90,77% 

Logistic Regression 5-fold cross validation 91,43% 

 

For this study, we employed three different machine-learning algorithms to forecast the occurrence of cardiac 

disease. Out of all the algorithms, the Logistic Regression Algorithm demonstrated the greatest accuracy rate of 

%91,43 in predicting heart disease. The findings demonstrate the effectiveness of machine learning algorithms in 

detecting heart disease and estimating the likelihood of an individual's impact. This can aid physicians in future 

studies by enabling them to make well-informed decisions regarding the required level of treatment intensity for 

patients. In the future, the prediction of heart disease using various algorithms and diverse variables holds promise 

for doctors and heart surgeons. The findings suggest that this approach can be beneficial for determining the 

likelihood of a heart attack in patients. Furthermore, the study demonstrates that a relatively simple supervised 

machine learning method can accurately predict heart disease, indicating its potential utility in clinical practice. 
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