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ABSTRACT 
Artificial intelligence has become increasingly prominent in agriculture 

and other fields. Prediction of body weight in animals and plants has been 

done by humans using many different methods and observations from the 

past to the present. Although there has been extensive research on 

predicting the live body weight of animals, weight prediction of 

vegetables and fruits is not widely. As spherical or round-shaped fruits 

and vegetables are sold by weighing in the fields, markets and 

greengrocers, it is important to make weight predictions. Based on this, a 

model was developed to predict the weight of fruits and vegetables such 

as watermelons, melons, apples, oranges and tomatoes with the data 

obtained from their images. The fruit and vegetable weights were 

predicted by regression models using data obtained from images 

segmented by the U-Net architecture. Machine learning models such as 

Multi-Layer Perceptron (MLP), Random Forest (RF), Decision Trees 

(DT), Support Vector Machines (SVM), Linear and Stochastic Gradient 

Descent (SGD) regression models were used for weight predictions. The 

most effective regression models are the RF and DT models. For 

regression training, the best success rates were calculated as 0.9112 for 

watermelon, 0.9944 for apple, 0.9989 for tomato and 0.9996 for orange. 

In addition, the results were evaluated by comparing them to the studies 

of weight prediction. The weight prediction model will help to sell round-

shaped fruits and vegetables in the fields, markets and gardens using the 

weight predictions from the images. It is also a guideline for studies that 

follow the growth of fruit and vegetables according to their weight. 
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1. Introduction 
 

The development of a country's economy is significantly reliant on the progress of its agricultural sector, which serves as a 

crucial source of employment for the poor (Gondchawar & Kavitkar 2016). The demand for innovative approaches is increasing 

day by day in order to prevent the decrease in yield caused by problems such as climate change, food quality and safety, and 

post-harvest deterioration in the agricultural industry (Pathan et al. 2020). The implementation of smart technologies in 

agriculture has led to increased agricultural productivity and opened up new employment opportunities while reducing the need 

for manual labor (Barbole et al. 2021). Smart agriculture utilizes information and communication technologies to enhance the 

productivity and quality of agricultural produce. Precision agriculture is a field within smart agriculture that is part of the third 

agricultural revolution. This approach offers a more objective and precise means of analysis (O’grady et al. 2019). 

 

Smart agriculture is a system incorporating applications that leverage science, innovation, and space technologies. The 

Internet of Things (IoT) is used for measuring soil quality, moisture levels and weather conditions (Friha et al. 2021). 

Additionally, various technologies including cloud communication, robotics, wireless sensor technologies, Unmanned Aerial 

Vehicles (UAVs), mobile devices, and Global Positioning System (GPS) are being used. The recent technological advancements 

have also led to an increase in Artificial Intelligence (AI) research (Kassim 2020). AI tools, such as Artificial Neural Networks 

(ANN), Fuzzy Logic used by Cornelis et al. (2006), Genetic Algorithms, Machine Learning used by Mahesh (2020) and Deep 

Learning used by Fernandes et al. (2020) are being used in areas such as agricultural production, medical science, health services, 

speech recognition, robotics and disease detection. When dealing with limited data, regression and classification can be 

performed using machine learning models such as Partial Least Squares (PLS) as used by Yan et al. (2019), ANN as used by 

Akkol et al. (2017), random forests as used by Babajide et al. (2020), and Support Vector Machines (SVM) as used by Faisal et 

al. (2020). Similarly, deep learning models such as Convolutional Neural Networks (CNN) used by Alzubaidi et al. (2021), 

Recurrent Neural Networks (RNN) used by Xiao & Zhou (2020), and Long Short-Term Memory (LSTM) used by Yu et al. 

(2019) are utilized in the big data applications. The most prevalent architectures employed for image segmentation include U-

Net, Seg-Net, Mask R-CNN, FCN, and Deeplabv3, among others (Li et al. 2017; Rudenko et al. 2020). U-Net-based models, 
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which are successful in creating accurate mappings and processing small datasets, have been integrated into agriculture to extract 

multi-scale features for the segmentation of images with complex backgrounds. This approach has been successfully applied to 

fruit segmentation, resulting in more efficient object detection (Chicchón Apaza et al. 2020). 

 

Studies on live weight estimations in animals and vegetables and fruits have been increasing recently compared to previous 

years. In the first studies, predictions were made using the data obtained from the body measurements of the animals, while 

recently, because animals are discomforted from contact data are created using the body measurements of the animals from the 

images using computer vision. With the development of artificial intelligence, the weight predictions are made by using both 

images and data obtained from sensors that monitor the development of plants in order to follow the development of animals and 

vegetables-fruits. Computer vision-based segmentation techniques are investigated to identify defective areas in fruits such as 

apples and bananas, and vegetables such as potatoes, tomatoes, and cucumbers (Rozario et al. 2016). 2D, 3D, and infrared 

cameras, computer image processing technologies, machine learning and deep learning algorithms are used for weight prediction 

models with complex levels (Ozkaya 2013). Data generation in these models is by extraction and selection of features, image 

selection, image segmentation, and digital images. Deep learning methods are more advantageous compared to traditional 

methods due to the complexity of the backgrounds and the presence of multiple objects in the animal images used for weight 

prediction. 

 

Bargoti & Underwood (2024) used Watershed Segmentation (WS) and Circular Hough Transform (CHT) algorithms in the 

CNN and MLP-based apple detection study. They successfully identified the image of apples situated in close proximity to the 

apple image in the tree, which was obscured by leaves and branches. Similarly, Kang & Chen (2020) developed the Dual 

Attentive Fully Convolutional Siamese Networks (DasNet-v2) algorithm based on deep neural networks for visualizing the 

environment in which the apples in the tree are located. The apples in the tree were detected and segmented. Furthermore, 

Rudenko et al. (2020) concluded that segmentation success may be diminished when confronted with intricate images or a 

multitude of products within the same image. Naroui Rad et al. (2017) employed U-Net architectures, which have proven 

effective in image segmentation, to obtain data by proportioning the sizes of the products in the image. 

 

In order to obtain new data, Kamiwaki & Fukuda (2024) calculated the volume, color and shape information of radish using 

3D image analysis, while Jeong et al. (2024) measured the width and height of strawberries using a computer vision technique 

and a Light Detection and Ranging (LiDAR) sensor system. Duc et al. (2023) employed a digital image-based system to measure 

dimensions such as area, perimeter, length and width for soya beans. Xu et al. (2024), on the other hand, calculated the volumes 

of sweet potatoes with full surface imaging using a LiDAR sensor and a 3D machine vision system. In order to obtain new data 

for weight estimation, image-based systems such as digital imaging systems, LiDAR sensor systems, cameras, image processing, 

computer vision, as well as utilized agronomic and phenological factors of crops. Similarly, they are used in methods such as 

calculating the volume by immersion in water. Teoh & Syaifudin (2007) employed data comprising parameters such as chakan 

mango area, mango and plant height, and the number of crops in the image. 

 

Xu et al. (2020) estimated the lowest cotton boll weight with a success rate of 81.70%. Kamiwaki & Fukuda (2024) achieved 

an accuracy rate of 95% in weight estimation for radishes using a RF model, which incorporated volume, color and shape 

information. Jeong et al. (2024) employed a camera and LiDAR sensor system to measure the size of strawberries, achieving a 

success rate of 95% with the help of a High-Resolution Networks (HRNet) neural network. Duc et al. (2023) achieved 98% 

accuracy with an RF model using area, perimeter, length and width measurements. Lee (2023) achieved an accuracy of 99.81% 

in predicting the weight of apples, bananas and oranges using the CNN model. Huynh et al. (2020) reported a success rate of 

96.7% in estimating the weight of cucumbers using data obtained from images of carrots and cucumbers. Niyalala et al. (2019) 

achieved a 96.94% success rate with the Radial Basis Function (RBF)-SVM model by extracting features from deep images for 

the mass and volume prediction of cherry tomatoes. In a different study, Ying-Kai et al. (2023) employed an ANN model to 

predict weights of dragon fruit, utilizing new data such as pixel area, major and minor axis pixel length, obtained following the 

removal of noise and segmentation from the image using machine vision.  

 

The weight of a single boll is considered an important criterion in determining the yield and quality of cotton. The weight of 

a cotton boll was estimated from multi-temporal high-resolution visible light remote sensing images acquired by a UAV. In this 

model, Fully Convolutional Networks (FNN) were used to detect bolls at the opening and extracting stages. Correlation analysis 

was performed by extracting Visible Band Difference Vegetation Index (VDVI) of during flowering, boll development and 

opening stages and the RGB mean values. The best results were obtained with least squares linear regression with R2= 0.8162 

and Back Propagation (BP) neural networks with R2= 0.8170 (Xu et al. 2020). The weight estimation of the eggplant, data on 

agronomic and phenological factors such as plant height, number of fruits per plant, ratio of fruit length to fruit width, total yield 

and time to flowering were achieved using in the ANN. An accuracy of 93% was obtained using these parameters (Naroui Rad 

et al. 2017). Similarly, the weight estimation of melon is utilized a data set of phenological traits, including plant and fruit length, 

fruit width, number of fruits per plant, days to flowering, days to maturity, days to fruit formation, fruit cavity diameter, and fruit 

flesh diameter. RF and ANN were employed to predict the final fruit weight of melon, resulting in an accuracy of 88% with 

ANN (Rad et al. 2015). An ANN model was utilized to estimate the biomass weight of the Maccauba palm. The results were 

then compared to those obtained from a multiple-regression model. The success rate for dry weight predictions was 98%, while 

predictions for oil content decreased to 90% (Castro et al. 2017). To estimate the weight of the chokanan mango using image 
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processing and analysis methods, the pixels of the area covered by the mango in the image were calculated, and the relationship 

between the mango pixels in the image and its actual weight was analyzed using the statistical regression method. The correlation 

coefficient of the mango pixels was calculated as 0.9769 (Teoh & Siyaifudin 2007). Furthermore, in studies estimating the 

weights of adult patients presenting to emergency departments, data were generated by measuring mid-arm length and knee 

length. The correlation coefficient between the estimated weights of adult patients and actual weights was calculated as 0.89 

using the intraclass correlation coefficient. The correlation coefficient between the actual weights and estimates from doctors 

and nurses was 0.85 and 0.78, respectively (Lin et al. 2009). The age-based weight estimation of Korean children was also 

performed. The formula used in the study resulted in a success rate of 0.952 (Park et al. 2012).  

 

The objective of this study is to predict the weight of round-shaped fruits and vegetables, drawing inspiration from previous 

research on live weight prediction in animals. The live body weights of animals are estimated by measuring certain body 

dimensions. Similarly, machine learning models can predict the weight of vegetables and fruits by analyzing data obtained from 

their images and using certain criteria. As in the case of animals, the weight estimation of vegetables and fruits without any 

damage to the product provides convenience in the sale of round-shaped vegetables and fruits in the field, grocery stores and 

markets where weighing is not possible. Thus, it creates advantageous situations for both producers and consumers by providing 

convenience in making single or wholesale sales. Simultaneously, estimating the weight of products without handling or 

damaging them prevents the spread of diseases caused by touching during weighing. This method will help consumer’s select 

rotten or diseased vegetables and fruits because they are lighter than ripe products. It is also a guideline for studies that follow 

the growth of fruit and vegetables according to their weight. 

 

2. Material and Methods 
 

Figure 1 shows a flow chart of the model developed to predict the weight of round or spherical fruits and vegetables such as 

watermelons, apples, oranges and tomatoes sold in markets. Precision weighing was used to measure the weight of selected 

vegetables and fruits. To take pictures of the fruit and vegetables, a device with two arms at different heights was designed and 

mobile phones were placed on the arms and the pictures were taken at the same distance. Masks were created for the images 

selected for the training dataset in the segmentation of the images using the U-net architecture. In the segmentation images 

obtained as the result of U-Net, the pixels containing vegetables and fruits were colored white and the other pixels were black. 

Furthermore, the area comprising the white pixels from the segmented images was enclosed in a rectangle. New data was 

obtained by calculating the ratio of white pixels to all pixels and the ratio of the width and height of the rectangle to the width 

and height of the image. New data were utilized in regression models of machine learning for weight prediction.  

 

 
 

Figure 1- Flow chart of the study 

 
To acquire the fruits and vegetables images, the procedures shown in Figure 2 were followed. Watermelons, apples, oranges, 

and tomatoes were obtained and weighed with the seller's permission from grocery stores and markets to generate data, as shown 

in Figure 3, and then images were taken at the same height using a mobile phone placed on the apparatus. The apparatus is 

designed with two arms and a flat white base on the lower tray. The high arm is designed for taking images of large fruits and 

vegetables, such as watermelon and melon, and the low arm is designed for taking images of small fruits and vegetables, such 
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as apples, oranges, and tomatoes. The study analyzed a total of 5000 images from 600 watermelons, 2360 images from 472 

tomatoes, 4417 images from 564 apples and 2651 images from 528 tangerines. In the segmentation process with U-Net, 60 

images and 60 masks were utilized as the training data, with 40 images employed as the test data. Furthermore, 80% of the data 

was allocated for training, with the remaining 20% reserved for testing in regression models. 

 

 
 

Figure 2- Processes of data acquisition and prediction 

 

 
 

Figure 3- Fruits and vegetables a) tomatoes b) taking the image c) weighing the tomato 

 

2.1. Segmentation of watermelon images with U-Net 

 

Image segmentation is defined as semantic segmentation, which classifies each pixel with semantic labels, sample segmentation, 

which is based on the segmentation of each object separately, and panoptic segmentation, which combines both segmentations. 

Semantic segmentation plays a significant role in methods that can divide the image into semantically different objects or parts, 

which is one of the difficulties in computer vision (Guo et al. 2018). Sample segmentation, on the other hand, solves the object 

detection problem along with semantic segmentation by assigning labels to different samples of each class. When evaluated for 

accuracy, the U-Net architecture surpasses traditional segmentation methods. This is specifically important for segmentation 

methods based on deep CNN (Zhou & Yang 2019). 
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2.2. Creating a mask 

 

Some of the images were selected for segmentation. Datasets were separated as test and training data in the segmentation with 

the U-Net architecture. When crafting the image masks utilized for the train data, the background of the image was first erased 

and the masks were created by coloring the pixels covered by vegetables and fruits as white and the other pixels as black, as 

shown in Figure 4. The image segmentation was performed using the U-Net architecture, which yields good results with a small 

number of images shown in Figure 5. The segmentation process was carried out using 100 images, masks of these images and 

40 images for testing purposes. 

 

 
 

Figure 4- Creating the masks  

  

 
 

Figure 5- U-Net architecture used in segmentation 

 

2.3. Regression models 

 

The Simple Linear Regression (SLR) is a linear relationship between the independent variable x and the dependent variable y. 

The line can be accurately described by its y-intercept and slope values. The slope measures the strength of the relationship, 

while the y-intercept represents the initial position of the regression line (Bangdiwala 2018). The SVM employs a regression 

model to draw both linear and non-linear lines while maximizing the inclusion of data points. These lines, also known as support 

vector points, are an essential feature of the model (Wu et al. 2004). In the DT regression model, a random number of nodes and 

branches at the nodes is used to divide the input data into leaves and branches with consideration for a certain function during 

training. This enables the regression process to be executed with precision and accuracy (Pekel 2020). The RF is a model 

produced by training each decision tree on multiple decision trees with different observational data. It is a combination of 

independent sampling of each tree and making predictions based on the values of the randomly distributed vector of trees with 

the same distribution. Due to these features, it is applicable to both classification and regression analyses (Breiman 2001). The 

MLP and ANN are models inspired by the human nerve cell used in fields such as pattern classification, function approach, and 

dynamic systems. They are based on an information system that multiplies weights on parallel lines connected to all hidden 

layers of the input layer information, which then passes through the functions used in the hidden layers (Han & Qiao 2013). 
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2.4. Evaluation criteria 

 

The Mean Squared Error (MSE) is computed as the square of the distance between the actual value and the predicted value (Eq. 

1). The Mean Absolute Error (MAE) is a metric that calculates the absolute difference between the actual value and the predicted 

value (Eq. 2). The Root Mean Squared Error (RMSE) is calculated as the square root of the MSE (Eq. 3). The R2 is a statistical 

measure that calculates the degree of closeness between the actual values and the regression line (Eq. 4). 
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3. Results 
 

3.1. U-Net results 

 

The results of the U-Net segmentation used in this study are shown in Figure 6. A good result of 0.9961 was obtained by using 

100 images with their masks. While the accuracy of the training rose from 0.80 to 0.9961 when 100 epochs were employed, not 

much of an increase was observed after about 50 epochs. Segmentation images were generated using the values acquired during 

the training process, as shown in Figure 7. 

 

 
 

Figure 6- Results of the U-Net train and validation 
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Figure 7- Results of the U-Net segmentation 

 

3.2. Generating data from segmentation images  

 

New data was generated by calculating the ratio of the pixel number of the white in the segmented watermelon images to the 

total pixel number of each image. Furthermore, by drawing a rectangle over the image shown in Figure 8 that includes the white 

area, the width rate is calculated as the ratio of the width of the rectangle to the width of the image, and the height rate is calculated 

as the height of the rectangle to the height of the image. Table 2 presents some of the new data calculated for watermelon. 

Similarly, these ratios calculated for the watermelon were also calculated for the apple, orange, and tomato. 

 

  
 

Figure 8- Determination of the image's width, height and ratio of white 

 
Table 1- Pixel ratios obtained from the watermelon images based on the segmentation process 

 
Height Widht Ratio of white Weight 

0.372403604 0.445519810 0.139808444 4.885 

0.385702246 0.454783085 0.147930963 5.465 

0.380525952 0.489560750 0.156355111 6.760 

0.472652356 0.470154164 0.171111111 7.300 

0.399590102 0.560533784 0.180710667 8.575 

0.370586360 0.588517670 0.207366197 9.150 

0.410002223 0.632022333 0.225555555 10.055 

0.500002233 0.610022340 0.259990526 11.330 

0.423666657 0.445569890 0.288002222 12.325 

0.571152700 0.558889777 0.329933338 13.708 

0.441111223 0.502222256 0.343333333 14.120 

… … … … 

 
Figure 9 shows a comparison of the ratios of white, width, and height obtained from watermelon images. To compare the 

weight data with other data, it was increased the white, width, and height ratios by multiplying them by certain coefficients and 

evaluated the results by comparing the data on the graphs. When examining the graphs, it was found that the data with a graph 
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similar to the weight change is the data that was the white ratio. Upon comparing the data, it was apparent that the graphs were 

not significantly distant from each other, and the correct results will be obtained by using these data in weight prediction. 

 

 
 

Figure 9- Comparison of the data obtained from the images of the watermelons 

 

3.3. Weight prediction 

 

Weight prediction was performed using regression methods, with the watermelon weights as output data and the ratios obtained 

from the images as input data. MSE, MAE, RMSE, and R2 score values were calculated from the training results of each model 

and added in Table 3. Upon analysis of the regression results, it is evident that decision tree and random forest models show 

higher training success for weight prediction. The random forest regression model produced the best result, whereas the SGD 

model yielded the worst outcome, according to the training success. However, the R2 scores- indicating the percentage success 

in regression training- were lower in watermelon as opposed to the higher scores obtained in apple, orange, and tomato data 

training. The findings show that watermelon achieved the lowest success in training, with 91.12%, whereas in training success 

of apple scored 99.44%, tomato scored 99.89%, and orange scored 99.96%. This low training success for watermelon can be 

attributed to its weight and the amount of space it occupies in the image, which varies more than other products. 

 
Table 2- Results of regression 

 

Fruit and vegetable Model MSE MAE RMSE R2 score 

Watermelon 

MLP 2.147 68.383 14.652 0.6794 

SVM 4.071 1.279 20.176 0.3922 

Linear 3.329 110.423 18.742 0.5029 

SGD 3.728 1.371 19.309 0.4433 

DT 0.612 0.234 0.7823 0.9086 

RF 0.637 0.221 0.7982 0.9112 

Apple 

MLP 59.162 6.012 7.6917 0.8923 

SVM 50.0782 5.6373 7.077 0.9088 

Linear 39.66 4.8932 6.2982 0.9278 

SGD 74.778 6.8857 8.6475 0.8639 

DT 4.5534 0.5128 2.1339 0.9917 

RF 3.0878 0.7917 1.7572 0.9944 

Tomato 

MLP 19.547 3.0916 4.4209 0.9853 

SVM 244.87 9.344 15.649 0.815 

Linear 35.192 4.4524 5.9596 0.9732 

SGD 222.39 10.3075 14.913 0.8319 

DT 1.6654 0.212 1.2905 0.9987 

RF 1.4368 0.3713 1.1987 0.9989 

Orange 

MLP 8.331 2.152 2.8864 0.983 

SVM 12.733 2.4505 3.5684 0.974 

Linear 7.759 2.0114 2.786 0.9842 

SGD 28.7058 4.029 5.356 0.9414 

DT 0.2013 0.0817 0.4487 0.9996 

RF 0.2025 0.1946 0.45 0.9996 

 

The graphs shown in Figure 10 were drawn for each model to show the actual and predicted values together and to evaluate 

the results of the weight predictions made by the regression models. The graphs shown in Figure 10 were drawn for each model 
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to show the actual and predicted values together and to evaluate the results of the weight predictions made by the regression 

models. In these graphs, the values on the diagonal line indicate the success of the prediction. The graphs show the weight 

predictions made by MLP, SVM, Linear, SGD, RF, and DT models for watermelon, apple, orange, and tomato. Although the 

success rate of predictions in random forest and decision tree models, where values are concentrated on the diagonal line in the 

graphs, is high, the data is scattered in models such as SGD and SVM, so the success rate is low. Since watermelon has low 

weight predictions, in the graphs in the first column, the actual and predicted values are scattered around the diagonal line. 

Because the success rate is high for tomatoes and oranges, the actual and predicted values are concentrated on a diagonal line. 

 

 
 

Figure 10- Prediction graphs based on regression results 

 

The graphs shown in Figure 11 were created to compare some weights selected from the test data and the predictions made 

by the models used in the regression. Graphs were drawn using 1000 data selected from the test data. According to these results, 

it is seen that the differences in the predictions made in linear models from the actual weights are high, while the differences are 

low in non-linear models. Findings showed noteworthy disparities between actual weights and predicted weights with the linear 

models. However, non-linear models showed comparatively lower discrepancies. The graphs display real values in red and 

predicted values in blue. The graphs where the red color disappears under the blue color are RF and DT models with high 

prediction success. When analyzing the graphs where the red color increases, the worst predictions were made for watermelon. 

The linear, SVM, and SGD models were also the worst predictors. 
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Figure 11- Comparing the predictions derived from the models with the actual results 

    

4. Discussions 
 

In this study, mask images of round-shaped vegetables and fruits were obtained by segmenting images taken at equal distances 

with a CNN based U-Net architecture. In the segmentation training, the highest success rate was obtained for orange, with 

99.96%. When the literature on image segmentation is examined, it is seen that the success rate varies between 70% and 99.88%, 

with the degree of success depending on the complexity of the process. As the background complexity increases, the success rate 

of image segmentation decreases. The segmentation result was high due to the clean backgrounds of fruits and vegetables and 

the presence of a single product in each image. Rudenko et al. (2020) posited that segmentation success may decline when 

complex images or multiple products are present in the same image. In instances where there are multiple products in the image 

or the products are overlapping, the mask of the objects may not be fully displayed. In the segmentation and object detection 

studies of Bargoti & Underwood (2024) and Kang & Chen (2020), the objects in close proximity to the apple image were 

identified as apples in instances where the apples on the tree were obstructed by leaves and branches. This was achieved through 

the use of the WS and DasNet-v2 algorithms. By utilizing these algorithms, object detection can be performed in the presence 

of more than one product in the image. Furthermore, in images where multiple products are displayed together in a greengrocer's 

aisle or market stalls, the masks of the apples beneath the top apples appear to be missing. With object detection, the missing 
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masks are displayed as a whole, and weight estimation can be made using the data obtained from these masks. In addition to the 

images captured at equal distances as in this study, images are also captured with the assistance of a LiDAR sensor and distance 

sensors (Xu et al. 2024; Jeong et al. 2024). While distance is not a significant factor in images captured at equal distance, it 

becomes crucial in images obtained through sensor technology. With the advent of applications on mobile devices utilizing 

sensor technology, consumers will have more expedient access to information regarding the weight of a product by obtaining 

data from images of the product in various environments, negating the need for equal distance and creating more precise weight 

estimates. In environments where fruits such as apples, oranges and tomatoes are present, it has been observed that weight 

estimation can be improved by identifying the fruits and completing the missing ones in cases where the product is not fully 

visible in the image. 

 

As with the generation of the mask area, width and height ratios, data are generated with features such as the length and width 

of the actual product, the number of products, the volume and area of the product by immersion in water, and agronomic and 

phonologic factors (Teoh & Syaifudin 2007; Rad et al. 2015; Naroui Rad et al. 2017). Furthermore, an alternative method for 

determining the area covered by the product using a point cloud or for obtaining product information by detecting the endpoints 

of the product has also been developed. The results of this study indicate that not only round-shaped vegetables and fruits, but 

also non-round products such as radish, soybean, cucumber, and eggplant, can be segmented and various data can be obtained 

from the images. This allows for the estimation of weight for these products. By using masks of products such as carrots, peppers, 

aborigines, and bananas, datasets such as area, width, and height ratios can be obtained. Moreover, in this study, data comprising 

ratios with low values were multiplied by specific numbers, and the consistency of the data was evaluated using graphs. In the 

estimation of vegetable and fruit weights, studies on small-sized products are typically conducted, whereas there are few studies 

on the weight of products such as watermelon. Given the variability in the weights of large-sized products, segmentation and 

weight estimates are often low. 

 
 Table 3- Studies on weight prediction 

 

Studies Obtaining Data Prediction Model Score Predicted Weight 

Kamiwaki & Fukuda (2024) 3D image processing RF 0.95 Radish 

Jeong et al. (2024) Camera and LiDAR HRNet 0.95 Strawberry 

Duc et al. (2023) Digital image analysis RF 0.98 Soybean 

Xu et al. (2024) LiDAR DNN 0.979 Sweetpotato 

Nyalala et al. (2019) Computer vision RBF-SVM 0.9694 Cherry tomato 

Huynh et al. (2020) Camera Equal slices 0.967 Cucumber 

Ying-Kai et al. (2023) Computer vision ANN 0.986 Dragon fruit 

Teoh & Syaifudin (2007) Image processing Statistical regression 0.9769 Chokanan mango 

Xu et al. (2020) UAV Remote sensing data ANN 0.8170 Cotton boll 

Naroui Rad et al. (2017) Agronomic and phenologic factor ANN 0.93 Eggplant 

Rad et al. (2015) Fruit sizes ANN 0.88 Melon 

Faisal et al. (2020) Computer vision SVM-Linear 0.84 Date fruit 

Our’s study Image processing RF 0.9996 Orange 

 

Table 3 presents a selection of studies that estimate the weight of various round vegetables and fruits, including watermelon, 

apple, orange and tomato, as well as products with different shapes. This studies are achieved by obtaining data from image or 

real dimensions. The weight estimation model employed in this study allows for the estimation of fruit weight in studies 

investigating the weight of ripe fruit, as well as in studies following the development of the product. The studies yielded a success 

rate of between 84% (Xu et al. 2020) and 99% (Ying-Kai et al. 2023) in predicting fruit development and mature fruit weight. A 

comparison of the success rates of weight predictions obtained for each product in the study with those presented in the table 

reveals that satisfactory results have been achieved. It has been demonstrated that machine learning models are more successful 

at making predictions in studies with less data.  In this study, machine learning models such as RF, MLP, DT, Linear, SGD and 

SVM were employed due to the lack of a large dataset and limited variety. The results indicated that the RF and DT models 

exhibited the highest prediction success rates for all products. Conversely, the SVM and linear models demonstrated the lowest 

prediction accuracy. The results of the RF model are particularly useful for predicting the weight of fruits and vegetables. While 

a small number of regression models were used in many studies, six models were used in this study, and the most appropriate 

prediction model was determined. Thus, the results of this study demonstrate that nonlinear RF and DT models achieve higher 

success rates than linear models in proportion to the diversity and complexity of the product in the image. The developed model 

has shown superior prediction performance by selecting the model with the highest success rate. 

 

5. Conclusions 
 

In this study, the model was developed to predict the weights of fruits and vegetables such as watermelons, apples, oranges and 

tomatoes using data obtained from their images taken at equal distances. To collect the images, products were purchased from 

markets and greengrocers, their images were taken and weighed, and their weights were recorded. The images were segmented 

utilizing the U-Net architecture, the area covered by the product was colored white, while the other pixels were colored black. 

Three new data were generated for each image such as the ratio of white pixels to all pixels, the ratio of the width of the rectangle 

to the width of the image when white pixels are contained in a rectangle, and the ratio of the height of the rectangle to the height 
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of the image. Weights were predicted using the data obtained from the image. In the regression models used in the model, good 

predictions were made with high success rates in random forest and decision tree models, while low predictions were made with 

low success rates in models such as linear and SGD. The best prediction success percentages were 91.12% for watermelon, 

99.14% for apple, 99.96% for orange, and 99.89% for tomato. According to these results, nonlinear models were more successful 

in predicting weights than linear models. In addition, it has been observed that linear models in regression and classification 

models have lower scores than models such as non-linear ANN, DT and RF. With live body weight prediction, the body weight 

of the animal is known before the animal is disturbed and slaughtered. Similarly, non-destructive weight estimation of fruits and 

vegetables can be performed without damaging or cutting them. It is also possible to predict the weight of fruits and vegetables 

such as watermelons, apples, oranges, and tomatoes in cases where it is not possible to weigh it, providing convenience in the 

fields or in environments where there are no scales. At the same time, it is predicted that the estimated weight of the watermelons 

in the watermelon fields can be used in bargaining, such as selling products on the field. Similarly, at the time of harvest, tomatoes 

in the field and apples and oranges on the trees can be sold wholesale without weighing. Furthermore, given the recent surge in 

infectious diseases, the transmission of viruses through hand-to-hand contact during product selection and weighing will be 

minimized. 
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