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ABSTRACT Artificial 
intelligence (AI) applications in the healthcare 
sector have revolutionized medical diagnosis 
and treatment. Advances in this field provide 
many advantages such as early detection of 
diseases and increasing the efficiency of 
healthcare services. In this study, in order to 
investigate the usability of deep learning 
models for tuberculosis (TB) detection, the 
accuracy rates of deep learning models such as 
ResNet101 and GoogLeNet are compared in 
terms of TB detection potential in the 
healthcare sector. The results of the analyses 
revealed that deep learning networks are 
successful in classifying chest X-ray images 
with and without TB. In addition, when the 
success levels were analyzed, it was 
determined that the ResNet101 deep learning 
network, with a success rate of 99.3%, showed 
a higher score than the other deep learning 
model considered in the study, GoogLeNet 
(98.2%). These findings obtained within the 
scope of the research reveal the importance and 
functionality of AI applications in order to 
increase diagnostic accuracy rates. 
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ÖZ   Sağlık sektöründe yapay zekâ 
(YZ) uygulamaları, tıbbi teşhis ve tedavide 
önemli bir devrim niteliği taşımaktadır. Bu 
alandaki ilerlemeler, hastalıkların erken teşhis 
edilmesi ve sağlık hizmetlerinin verimliliğinin 
artırılması gibi birçok avantaj sağlamaktadır. 
Bu çalışmada, tüberküloz (TB) tespiti için 
derin öğrenme modellerinin kullanılabilirliğini 
araştırmak maksadıyla, ResNet101 ve 
GoogLeNet gibi derin öğrenme modellerinin 
sağlık sektöründe TB tespit potansiyeli 
bağlamında doğruluk oranları 
karşılaştırılmıştır. Yapılan analizlerden elde 
edilen bulgular, derin öğrenme ağlarının TB’li 
ve bu hastalığı bulundurmayan akciğer röntgen 
görüntüleri sınıflandırmasında başarılı 
olduğunu ortaya koymuştur. Ayrıca, başarı 
seviyeleri incelendiğinde ResNet101 derin 
öğrenme ağının %99.3 başarı oranı ile 
araştırmada ele alınan diğer derin öğrenme 
modeli olan GoogLeNet’e (%98.2) göre daha 
yüksek bir skor ortaya koyduğu tespit 
edilmiştir. Araştırma kapsamında elde edilen 
söz konusu bu bulgular, teşhis doğruluk 
oranlarının arttırılabilmesi için YZ 
uygulamalarının önem ve işlevselliğini ortaya 
koyar mahiyettedir. 

 
Anahtar Kelimeler: Sağlık hizmetleri, yapay 
zekâ, derin öğrenme, göğüs röntgeni, 
hastalık tespiti. 

  JEL Kodları: I10, I20, M15  
 
  Alan: Yönetim bilişim sistemleri 
  Türü: Araştırma 
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1. INTRODUCTION 
The healthcare sector plays a crucial role in protecting public health and 

preventing diseases. In this context, monitoring and controlling infectious 
diseases are critical elements that determine the effectiveness of health policies. 
Tuberculosis (TB) stands out among these diseases as a particularly notable and 
dangerous infection. Caused by a pathogen known as Mycobacterium 
tuberculosis, TB is more commonly seen in developing countries and poses a 
significant threat to public health (World Health Organization, 2018). Therefore, 
preventing the spread of TB and minimizing its impacts are among the primary 
goals of the healthcare sector. These countries are the biggest victims of this 
deadly disease due to weaknesses in their health systems. This is related to the 
large and persistent impact of latent TB infection, as well as biological factors 
such as underinvestment in the development of new medical tools, the adoption 
of standardized approaches that do not meet the different needs of individual 
patients, HIV (Human Immunodeficiency Virus) co-infection and the spread of 
drug resistance (Reid et al., 2019).  

Pulmonary TB is the most common and most complicated subtype of TB 
and forms the basis of this study. This type mainly affects the chest cavity and 
more frequently the lungs. In most cases, prolonged chest pains, cough, fever and 
fatigue are among the many symptoms associated with this type of TB (World 
Health Organization, 2018). Chest X-rays are crucial for the diagnosis of TB as 
they show detailed anatomical information as well as specific radiologic patterns 
associated with the disease, including infiltrates, cavitations and nodules 
(Williams, 1907). However, human experts’ assessment of chest X-ray images is 
subjective and prone to differences in experience and proficiency. 
 Recent advances in deep learning and machine learning algorithms offer 
a great chance to improve TB detection. By using artificial intelligence to scan 
chest X-ray images, these algorithms are able to understand the complex patterns 
and features associated with TB. This leads to a more accurate and consistent 
detection process. 

The effective development of a uniform and impartial tool for medical 
practitioners, a TB detection model utilizing deep learning networks has the 
potential to completely transform TB diagnosis. These models can facilitate early 
diagnosis, quick treatment initiation, and the application of efficient TB control 
strategies (Khan et al., 2019). Additionally, areas with access to trained 
radiologists and particularly restricted health resources may benefit from the 
integration of artificial intelligence-based TB detection models into clinical 
processes. This could also aid international efforts to combat this fatal illness that 
keeps reoccurring.  
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The study highlights the importance of the role of artificial intelligence 
in improving diagnostic accuracy rates in healthcare. The use of artificial 
intelligence models, especially for the early diagnosis of diseases such as TB, 
accelerates patients’ access to treatment and increases treatment success. This 
provides a significant improvement in healthcare services. Within the scope of 
this study, it was investigated whether ResNet101 and GoogLeNet, which are 
deep learning models, can be used in the health sector for TB detection and the 
accuracy rates obtained from these models were compared.  
 

2. CONCEPTUAL FRAMEWORK 
2.1. Deep Learning 
In the field of science, deep learning initially gained prominence in 2012. 

A deep learning base architecture, which is regarded as a convolutional neural 
network (CNN), was used at the time to win the Large Scale Visual Recognition 
Competition (ImageNet), the biggest competition in the field of object 
recognition (Krizhevsky, Sutskever & Hinton, 2012). This incident marks the 
start of a phenomenal ascent in the deep learning sector. Using the CNN created 
by Krizhevsky et al. (2012), the top 5 error rate was lowered from 26.1% in the 
competition to 15.3%. The top 5 error rate has been further lowered to 3.6% by 
deep learning advancements. The imageNet competition’s Top 5 error rate graph 
throughout time is displayed in Figure 1. 

 

 
Figure 1: Top 5 Error Rates for The ImageNet Competition over The Years  

Source: (Julia, 2016) 
 

According to Deng and Yu (2014), deep learning is a type of machine 
learning that extracts and transforms features using multiple layers of nonlinear 
processing units. The output of the preceding layer serves as the input for each 
layer that follows. 
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 The foundation of the deep learning methodology is the acquisition of 
several feature or data representation layers. A hierarchical representation is 
created by deriving higher-level features from lower-level features. According to 
Bengio (2009), this representation is capable of learning several levels of 
representation that correlate to various abstraction levels. One can consider 
features like clusters of edges or a vector of intensity values per pixel when 
representing an image. The features that most accurately reflect the data are 
selected from this group. At this point, deep learning techniques come into play, 
replacing manually derived features with effective hierarchical feature extraction 
algorithms that best describe the data (Song & Lee, 2013). 

Even if there is a historical basis for early deep learning efforts, the large 
amount of data that is currently available is a major factor in their success. The 
learning algorithms used to tackle toy issues in the 1980s and the learning 
algorithms employed in today’s demanding tasks share fundamental similarities 
in advanced deep learning models. Nevertheless, compared to earlier techniques, 
these models now include changes that make it easier to train deeper structures. 

2.2. Convolutional Neural Network 
Convolutional Neural Network (CNN) are a type of deep learning 

algorithm, often used in areas such as visual data analysis. CNN use a stack of 
layers that extract key features from the input data during training and make 
predictions close to human precision in specific problem domains. This 
architecture has been particularly successful in tasks such as image recognition, 
classification and object detection. 

Deep learning algorithms often perform their tasks more efficiently by 
using complex architectures. This is based on features such as utilizing large data 
sets in the learning process, feature engineering and automatic updating of 
weights during learning. CNN has achieved great success, especially in areas 
such as computer vision and audio processing and has been used in many 
application areas (Krizhevsky et al., 2012). 

The deep convolutional neural network (DCNN) offers an intuitive and 
powerful network architecture for deep learning. DCNN is a stack of CNN layers 
specially assembled to achieve a specific image classification, detection, or 
recognition problem. DCNN represents the application of deep learning 
techniques in CNN algorithms. In recent years, with the development of deep 
learning technology, more efficient DCNN models such as AlexNet, GoogLeNet, 
ResNet, VGG, DenseNet have become prominent. These DCNNs have 
demonstrated high performance, especially in image classification tasks, making 
it possible for computers to be more effective than humans in visual classification 
(Lopes & Valiati, 2017).  
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This study focuses on ResNet and GoogLeNet deep learning models, 
which are considered to be more successful in medical image analysis and are 
widely studied in the literature.  

2.2.1. ResNet 
ResNet is a deep learning model with more than 152 layers. In addition 

to this network, other versions with 34, 50 and 101 layers have been developed 
(He et al., 2016). The ResNet architecture has achieved great success, topping the 
2015 ILSVRC competition and achieving accuracy approximating human 
precision (Targ, Almeida & Lyman, 2016). The first 34-layer network architecture 
of ResNet is given in Figure 2. 

 

 
Figure 2: ResNet Architecture  

Source: (He et al., 2016)  
 
Figure 3 shows the Residual block structure (ReLu) of the ResNet 

architecture. In a normal situation, the process from input to output can be 
mapped by a nonlinear function H(x). However, in the ResNet architecture, 
instead of H(x), this process is mapped by another function defined as F(x) = H(x) 
- x. 

 

 
Figure 3: Residual Block Structure of the ResNet Architecture  

Source: (He et al., 2016) 
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2.2.2. GoogLeNet 
 The winner of the 2014 ILSVRC competition, GoogLeNet, is also known 
as InceptionV1. This architecture consists of 22 layers, making it a very deep 
architecture. GoogLeNet has a fixed input size of 224 x 224 and uses ReLu 
activation to create linearity (Szegedy et al., 2015). 

This architecture, in contrast to others, analyzes images in parallel as 
opposed to piling layers on top of one another. This is due to the fact that stacked 
operations take into account drawbacks such memory size increase and time loss. 
In Figure 4, the GoogLeNet network architecture is displayed. 

 
Figure 4. GoogLeNet Architecture  

Source: (Guo et al., 2017) 
 

In Figure 4, P1 and P2 are the pooling layer, C1, C2, C3, C4 are the 
convolution layer and FC is the fully connected layer. 
 

3. STUDIES ON DEEP LEARNING 
In the field of medical imaging, the potential of deep learning techniques 

offers a vast research area to improve computer-aided registration, detection, 
segmentation and finally diagnosis (Shen et al., 2017). Ideally, these computer-
assisted capabilities would enable more effective analysis of images examined 
under a microscope. With the use of these techniques, diagnoses can be made 
more precisely and quickly on medical images, treatment plans can be created, 
and patient follow-up can be made more effective. Developments in this field 
have significant potential for early diagnosis and treatment of diseases in the 
medical field. 

Hwang et al. (2016) introduced a 6-layer CNN architecture trained with 
full tuberculosis chest X-ray images. The obtained results provided values 
ranging from 0.96, 0.93 and 0.88 according to the area under the curve criteria. 
 The automatic diagnosis system proposed by Jaeger et al. (2013) 
provides 78.3% accuracy on the first dataset and 84.0% accuracy on the second 
dataset. These results were obtained using support vector machines (SVM) for 
classification after graph cutting for lung segmentation. 
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A report by Lakhani and Sundaram (2017) proposes the use of 
automation for tuberculosis diagnosis. The paper presents results from two 
different DCNN models, AlexNet and GoogLeNet. Both models include pre-
trained and untrained cases. An ensemble model is also proposed that uses half 
of the weighted average of the probability scores obtained from AlexNet and 
GoogLeNet. In this context, the GoogLeNet, AlexNet and Ensemble models 
achieved high accuracy rates of 95.3%, 93.3% and 96.0% respectively. 

Deep learning algorithms presented by Faust et al. (2018) were used to 
perform automatic diagnosis of tuberculosis. In this study, a neural network 
optimized using a genetic algorithm was developed and an average accuracy of 
94.88% was achieved. 

In a study by Bar et al. (2015), area under curve (AUC) values ranging 
from 0.87-0.94 were achieved for distinct diseases utilizing a dataset of at least 
433 pictures. This study is the first of its type to demonstrate that domain-specific 
representations, which have not yet been used to general medical image 
identification tasks, may be effectively replaced by deep learning using 
ImageNet, a sizable non-medical image database. 

Panicker, Kalmady, Rajan and Sabu (2018) used CNN for automatic TB 
detection. Using this technique, TB was identified in sputum smear images, with 
an F-score of 86.76% attained. 

The questions to be answered within the scope of the research are as follows: 
1. Can deep learning networks be used in image-based disease diagnosis? 
2. At what training/test ratio do deep learning networks produce more 

successful results? 
3. Which of the GoogLeNet and Resnet101 deep learning networks 

considered in the context of the research is more successful in disease 
detection by image parsing? 

 
4.  MATERIALS AND METHODS 
For the training and testing of the deep learning models to be used for TB 

detection in this study, a dataset of 1400 chest X-rays (CXR), 700 of which are 
TB cases and the remaining 700 are normal cases, was obtained from the open 
source kaggle.com (Kaggle, 2021). Sample CXR images in this dataset are given 
in Table 1. 
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Table 1: Example of a CXR image from the Kaggle dataset 
Without TB With TB 

  
 
To prepare the data, images with and without TB were organized into 

different folders. Each image was visually inspected to guarantee accurate 
identification and high quality. Before training the models, the images were 
subjected to a preprocessing procedure called scaling. Using the labeled CXR 
dataset, deep learning models were trained to identify patterns and attributes. 

The computations for using the backpropagation algorithm during the 
training of a network can be performed faster with parallel processors. Therefore, 
specialized processors such as powerful graphics processing units (GPUs) should 
be preferred for training deep networks. For this reason, the models used in this 
study were run on a server with NVidia RTX 4000 Quadro GPU and 128 GB 
RAM.  

The data preprocessing, model training and results evaluation processes 
of ResNet101 and GoogLeNet deep learning architectures used in this study were 
implemented and trained in Matlab environment. The dataset was split 60%-40%, 
70%-30% and 80%-20% for training and testing, respectively. For 30 iterations 
with 0.001% learning rates, all models were executed for 5 epochs. 
 

5. FINDINGS 
Table 2 shows the accuracy and loss graphs for the dataset using the 

ResNet101 model, separated at different rates (60%-40%, 70%-30% and 80%-
20%) for training and testing. 
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Table 2: Accuracy and Loss Graphs for ResNet101 Model 
 

60%-40% 70%-30% 

  

80%-20%  
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When the graphs are analyzed, it is seen that, as expected, the accuracy 
increases with each iteration and the loss decreases with each iteration. 

Confusion matrix is a concept often used to evaluate the performance of 
a model. This matrix allows a model’s predictions to be compared with actual 
values and shows how accurate or inaccurate the model is in making predictions. 

The error matrix is widely used, especially for classification problems. 
The confusion matrix usually contains four basic terms: 

• True Positive (TP): When the model correctly predicts a positive sample. 
• False Positive (FP): This is when the model incorrectly predicts a sample 

as positive when it is actually negative. 
• True Negative (TN): When the model correctly predicts a negative 

sample. 
• False Negative (FN): When the model incorrectly predicts a sample as 

negative when it is actually positive. 
 

TN   FP 

FN   TP 

 
Interpreting the confusion matrix helps to better understand the 

performance of the model. For example, high TP values may indicate the model’s 
ability to correctly recognize positive samples, while high FP values may indicate 
that the model tends to incorrectly recognize negative samples as positive. 

Table 3 contains the confusion matrix for training and test data separated 
by different percentages (60%-40%, 70%-30% and 80%-20%) in the dataset 
using the ResNet101 model. 
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Table 3: Confusion Matrix of ResNet101 Model 
60%-40% 70%-30% 

  
80%-20%  

 

 

 
When the confusion matrix of the ResNet101 model is examined, an 

accuracy rate of 99.3% in normal cases (without TB), 98.6% in abnormal cases 
(with TB) and 98.9% in total was achieved for the data set reserved for 60% 
training and 40% testing. For the data set reserved for 70% training and 30% 
testing, an accuracy rate of 99.0% in normal cases (without TB), 98.6% in 
abnormal cases (with TB) and 98.8% in total was achieved. In the data set 
reserved for 80% training and 20% testing, an accuracy rate of 97.9% in normal 
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cases (without TB), 100% in abnormal cases (with TB) and 98.9% in total was 
achieved. 

Table 4 shows the accuracy and loss graphs for the dataset using the 
GoogLeNet model, separated by different percentages (60%-40%, 70%-30% and 
80%-20%) for training and testing. 

Table 4: Accuracy and Loss Graphs for GoogLeNet Model 
%60-%40 %70-%30 

  
%80-%20  
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When the graphs are analyzed, it is seen that, as expected, the accuracy 
increases with each iteration and the loss decreases with each iteration. 

Table 5 shows the confusion matrix for training and test data separated 
by different percentages (60%-40%, 70%-30% and 80%-20%) for the dataset 
using the GoogLeNet model. 
 

Table 5: Confusion Matrix of GoogLeNet Model 
 

60%-40% 70%-30% 

  
80%-20%  

 

 

 
When the confusion matrix of the GoogLeNet model is examined, an 

accuracy rate of 99.3% in normal cases (without TB), 96.5% in abnormal cases 
(with TB) and 97.9% in total was achieved for the data set reserved for 60% 
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training and 40% testing. For the data set reserved for 70% training and 30% 
testing, an accuracy rate of 98.6% in normal cases (without TB), 99.0% in 
abnormal cases (with TB) and 98.8% in total was achieved. In the data set 
reserved for 80% training and 20% testing, an accuracy rate of 99.3% in normal 
cases (without TB), 99.3% in abnormal cases (with TB) and 99.3% in total was 
achieved. 

Considering these situations, the findings in Table 6 below were 
obtained. 
 

Table 6: Accuracy Percentages Calculated According to the Training-Testing 
Ratios of the Models 

Model Training-Test Ratio Accuracy 
ResNet101 60%-40% 98.9% 
ResNet101 70%-30% 98.8% 
ResNet101 80%-20% 98.9% 
GoogLeNet 60%-40% 97.9% 
GoogLeNet 70%-30% 98.8% 
GoogLeNet 80%-20% 99.3% 

 
When the findings obtained in Table 6 are examined, it is seen that the 

highest accuracy rate, with 99.3%, belongs to the GoogLeNet model, whose data 
set is divided into 80% for training and 20% for testing. 
 

6. CONCLUSION 
In today’s world, digital technologies take an active place in almost every 

field and significantly transform conventional practices and processes. One of the 
areas where this change is taking place is undoubtedly the health sector. Wide 
field of activity, need for qualified people, high workload, etc. In the healthcare 
sector, which has its own dynamics in terms of factors such as, technology is 
among the indispensable elements in terms of reducing errors, increasing quality, 
and making progress. In the context of these needs, in recent years, many 
academic studies have been conducted on the use of artificial intelligence in the 
healthcare sector, and with these studies, solutions are sought to some problems 
that have become evident in the healthcare sector (long waiting times, diagnosis 
and treatment errors, shortage of qualified people, etc.).   

In this research, firstly, the general working logic of deep learning 
networks was explained, and then an experimental study was conducted on the 
usability of artificial intelligence in disease diagnosis, and the diagnostic 
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accuracy rates of GoogLeNet and Resnet101 networks, which are important deep 
learning networks, were compared with the visual discrimination method. The 
findings and literary contributions obtained within the scope of the study are 
presented below. 

In the research, 1400 chest x-ray images available in open sources 
(kaggle.com) were used, and these images were selected from 700 tuberculosis 
and 700 non-tuberculosis images. These selected images were defined to deep 
learning networks in three different ways: 60% training, 40% testing, 70% 
training, 30% testing and finally 80% training, 20% testing. After definition, both 
deep learning networks were tested with the same data groups and the results 
were compared separately. In line with the research findings, it has been 
determined that both deep learning architectures have successful accuracy rates 
(97.9% - 99.3%) and it has been demonstrated that deep learning can be used in 
disease diagnosis with the visual discrimination method. This finding is in 
parallel with studies (Onno, Khan, Daftary & David, 2023; David, Onno, 
Keshavjee & Khan, 2022; Codlin et al., 2021; Khan et al., 2020) showing that deep 
learning architecture is successful in detecting tuberculosis disease with the 
image parsing method. This finding is one of the questions to be answered in the 
research: “Can deep learning networks be used in image-based disease 
diagnosis?” It is an answer to the question.  

Another issue emphasized within the scope of the research is whether the 
training and testing rates of deep learning networks affect the success achieved at 
the point of image parsing. At this point, both of the deep learning networks tested 
with training and testing performed with three different methods gave the highest 
score at a training/test ratio of 80/20, while GoogLeNet gave the lowest score at 
a training/test ratio of 60/40 and Resnet101 at a training/test ratio of 70/30. This 
finding is important in that it can create insight in future research on creating the 
optimum ratio for training network architectures. This finding in question is based 
on the second research question: “At what training/test ratio do deep learning 
networks provide more successful results?” It is an answer to the question.  

As a result of the research, as mentioned before, Resnet101 and 
GoogLeNet deep learning networks were utilized and the success of these 
networks in diagnosing tuberculosis disease over radiology images was 
compared. The findings show that the GoogLeNet deep learning architecture has 
the highest success rate in terms of data identification, separation of 
patient/healthy images and diagnostic accuracy with 80/20 training/testing and 
99.3% success rate in this study. This result answers the third research question, 
“Which of the GoogLeNet and Resnet101 deep learning networks considered in 
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the context of the research is more successful in disease detection with image 
parsing?”. 

Yenikaya and Kerse’s (2022) study on the detection of age-related 
macular degeneration types using deep learning models showed that GoogLeNet 
had higher success rates than AlexNet. Lee and Nam’s (2021) study evaluating 
drug response in cancer treatment indicated that AlexNet and GoogLeNet deep 
learning models were more successful than the LASSO algorithm. Yenikaya and 
Oktaysoy’s (2023) study on the identification of brain tumors revealed that 
ResNet101, one of the deep learning models used, was relatively more successful 
than GoogLeNet. According to the findings of the study by Yenikaya, Kerse and 
Oktaysoy (2024), ResNet101 was found to be more successful in detecting 
COVID-19, viral pneumonia, and normal (disease-free) conditions compared to 
the other models used in the study. 

These results show that deep learning networks can be effective in 
different medical applications. For example, deep learning models such as 
GoogLeNet for eye disease identification and ResNet101 for brain tumor 
detection may be more successful. However, since each application has different 
requirements and data characteristics, it is important to choose the right model. 
Therefore, future research needs to more thoroughly evaluate the performance of 
different deep learning architectures and techniques in different medical 
applications. Moreover, larger-scale and multicenter clinical studies are needed 
to validate and generalize the results of these studies. 
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