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1Abstract— Cloud Computing has emerged as a powerful 

paradigm that has successfully dominated network services in 

many application areas and significantly transformed the IT 

industry. In the Cloud Computing, all resources are available as 

services and accessible via the Internet. Software as a Service is 

considered as the king of service delivery models that enable end-

users to access to any software or application as a service via the 

Internet, without local installation. Over the past decade, this 

model has been widely adopted by many organizations and 

individuals, leading to the production and accumulation of a 

huge amount of data stored in the Cloud from distributed nodes 

that must be recovered very efficiently. Software as a Service 

providers must be able to manage this data successfully, evaluate 

and improve the quality of their solutions in order to provide 

reliable and efficient services to users of Cloud services. On the 

other hand, Data Mining is a current trend in the field of data 

treatment that allows the extraction of useful and meaningful 

information from raw data. The integration of Data Mining 

techniques into Cloud Computing – Software as a Service - has 

become commonplace and can support the adequate provision of 

services by providing agility and rapid access to technology. This 

article introduces the basic concepts of Data Mining and Cloud 

Computing first, and discusses the coupling of the two 

paradigms. Then, it describes how Data Mining can be used and 

integrated to improve Software as a Service services in the 

Cloud. Finally, it reviews relevant and important research in this 

area. 

 

Keywords— Classification, Clustering, Cloud Computing, 

Data Mining, KDD, Software as a Service.  

I. INTRODUCTION 

      Over the last few years, the Internet has succeeded in 

reserving considerable importance as an indispensable tool in 

our personal and professional lives, which is reflected in the 

enormous increase in its users. According to "Digital Around 

The World" in January 2019, 57% of the world's population 

now uses the Internet (4.388 billion people) as an innovative 

computer communication system that has become an 

important place every day. This evolution is associated with 

the emergence of a variety of technologies among Cloud 

Computing. This latter is considered as one of the most 

revolutionary concepts of 21st century information technology 

that has realized the dream of utility computing and is 

increasingly penetrating into all business and scientific areas.  

     Cloud Computing is the new trend in hosting and 

delivering Internet services that rely on server Clouds to 

manage tasks. It is a change in the service-oriented IT 
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environment where IT infrastructure and solutions are 

provided as a service to users on demand via the Internet [1, 

2]. The National Institute of Standards and Technology has 

defined Cloud Computing as a computing paradigm that 

involves the use of hardware and software resources (e.g. 

networks, servers, storage, applications and services) 

provided as a service in a dynamic and personalized way to 

several end-users over the Internet [3]. IT resources can be 

provisioned, liberated dynamically by users as an on-demand 

service and consumed according to their requirements. Cloud 

Computing is a distributed computing platform in which 

resources are shared among several users and are accessible 

from anywhere and at any time as long as an Internet 

connection exists. Cloud computing adopts a pay-per-use 

pricing system, which means that users pay only for what they 

actually use and for the time they need [1, 5, 6, 7, 8, 9, 10].  

As required, Cloud Computing can be deployed under a 

private, public, community or hybrid model [1, 4, 5, 9]. It 

adopts a service-oriented approach where resources are 

offered as a service on demand according to three models: 

IaaS (infrastructure as a service), PaaS (platform as a service) 

and SaaS (software as a service) [1, 6, 11, 12, 13]. The latter 

is considered the leader of Cloud service delivery models. 

Software as a service (SaaS) sometimes referred to as 

software on demand is a software deployment model where an 

application is hosted as a service provided to customers over 

the Internet via a pay-per-use or free payment, which allows 

users to get rid of the burdens of the local installations and 

executions of applications [1, 6, 7, 10, 11, 14]. The favorable 

context of SaaS has permitted its adoption by organizations 

and individuals in a drastic way. In a similar instance, Cloud 

Computing under its various forms is becoming one of the 

trendy words of the next industry; its use has gained 

popularity due to: its mobility, high availability, low cost, 

storage and Computing power. This has led to the daily 

production and accumulation of data of immense complexity 

in terms of volume, speed and variety which often hide useful 

information, making the situation pathetic [15, 16].   

   As information is one of the most important and expensive 

resources in the contemporary world in which we live, the 

massive collections of data collected and stored daily in Cloud 

servers have created the need to analyze it intelligently and 

efficiently in order to transform it into relevant information 

and knowledge that supports decision making. In this context, 

Data Mining has emerged as an effective tool for data analysis 

and the discovery of relevant information. 

Data Mining has emerged as one of the most spectacular and 

challenging areas of our time, encompassing a variety of 
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techniques and tools to meet the aforementioned 

requirements. As an interdisciplinary sub-domain of computer 

science, its birth has not occurred by coincidence but rather 

from the effective consolidation of various domains that have 

matured over time such as: machine learning, artificial 

intelligence, statistics, data and database management, 

information retrieval and visualization. Although Data Mining 

concepts were introduced a long time ago, the term "Data 

Mining" was widely adopted and accepted in the middle of 

the 1990s. According to the Gartner Group [17] and the 

authors of [16, 18]:  "Data Mining is the process of analyzing 

and discovering significant correlations, models, rules and 

trends in a large amount of data stored in repositories, using 

automatic or semi-automatic means, model recognition 

technologies, and statistical and mathematical techniques". 

Data Mining is the process of advanced analysis and non-

trivial extraction aimed to find hidden patterns and 

autonomous implicit information, to discover correlations and 

rules from huge datasets previously collected; in order to 

interpret them into potentially useful knowledge and form 

computer models capable of adapting to particular situations. 

The process of data mining known as "knowledge discovery 

in a database" (KDD) is an iterative process that people often 

confuse with the term "Data Mining" and treat them as 

synonyms, knowing that Data Mining is considered as a step 

in the iterative KDD process (Fig. 1).  This latter is founded 

on the fusion of the seven successive key steps [4, 10, 15, 19, 

20, 21]: 

 

Fig. 1. Knowledge discovery in databases process. 

   Today, Data Mining has given rise to a wide variety of 

different design learning strategies and techniques that can be 

grouped into two fundamental classes as shown in the Fig. 2 

according to the objective of the exploration process, namely 

1) prediction allowing the development of models based on 

current or previous (historical) knowledge in order to project 

the future state before its production [16, 19, 22, 23], and 2) 

description allowing the development of discovery and 

analysis models with useful syntheses based on the inspection 

of data and the description of their features [15, 16, 22].  

 

Fig. 2. Data mining process goal and strategies. 

   In this way, the incorporation of data mining tools and 

techniques can bring positive gains in many areas involving 

large amounts of integral and highly sensitive data by focusing 

them on the most precious information. In consequence, the 

integration of Data Mining techniques into Cloud Computing 

has become very important. Data Mining in the Cloud is the 

process of extracting structured information from unstructured 

or semi-structured web data sources. It will allow users to 

extract information and knowledge useful for decision-making 

from a virtually integrated database, which will contribute to 

reducing personal storage and infrastructure costs and provide 

efficient and secure services to their users by improving their 

quality [4, 10]. It can also help them learn lessons, optimize 

their information searches and uses, make decisions, reduce 

costs, and make future projections by transforming rigid data 

into useful data. It has become obvious that the future is 

highly expected to witness the real power of large amounts of 

data and its efficient treatment on Cloud Computing platforms 

through the use of Data Mining. 

   The remainder of this paper is organized as follows: 

Sections 2 explains how Data Mining and Cloud Computing, 

particularly the SaaS model, can be used in a reciprocal way. 

Important research for Data Mining in Cloud Computing, 

especially in the SaaS model, was presented in Section 3. 

Section 4 concludes the paper with future directions for the 

research. 

II. DATA MINING AND CLOUD COMPUTING 

    The combination of Cloud Computing and Data Mining has 

an enormous advantage and potential. It can provide solutions 

to overcome some of the problems posed by both paradigms. 

1. Cloud Computing Based On Data Mining  

   Cloud Computing is the new trend in Internet services that 

rely on remote server Clouds to manage tasks, and is a key 

area on which Data Mining must be concentrated. Data 

Mining in the Cloud is the process of extracting structured 

information from unstructured or semi-structured web data 

sources. Data Mining in the Cloud allows users to retrieve 

useful information from a virtually integrated data warehouse 

to make effective decisions and predict future trends and 

behaviors, which reduces infrastructure and storage costs. 

With this integration, the desired information on the 

behaviour, habits, interests and geographical location of 

customers can be found with a few mouseclicks.   

   Cloud Computing refers to the provision of computing 

resources over the Internet. Instead of data storage, 

maintenance and updating of hardware and software being 
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done locally by users, they will be provided by Cloud servers 

as a service to these users via the Internet. Data Mining in 

Cloud Computing allows organizations to centralize software 

and data storage management, ensuring that Cloud providers 

can deliver cost-effective, efficient, reliable and secure 

services to their end users [4, 10, 18, 24, 25]. 

   Cloud Computing is an advanced model of distributed 

Computing, the integration and development of automatic 

techniques for extracting models and knowledge from the 

Cloud provides an intelligent Cloud by improving the quality 

of the services delivered to users. Companies and customers 

use these services to obtain information on different topics 

and take measures based on the presented data. The studies 

and research carried out have shown that Data Mining 

algorithms play a vital role in Cloud Computing environment 

and offers considerable potential for analysis and extraction of 

useful information and knowledge in different areas of human 

activity: commerce, networks, economics, medicine, biology, 

pharmacy, advertising, etc [23, 13]. 

 Data Mining In The SaaS Cloud Model:   

   The use of Data Mining is the application of techniques 

such as association rules, machine learning, clustering... etc. 

on a raw data set for exploration purposes. The use of Data 

Mining in a SaaS Cloud rivals the technique that could predict 

user behavior and learn their profile each time they interact 

with a service to provide a better personalized experience. 

The output data is visualized in terms of interactivity with the 

application/software. Usage data can be represented by 

relational tables or graphs that will then be used by companies 

or application developers to make informed decisions and 

predict future trends and behaviors. The integration of Data 

Mining techniques and applications is very necessary in the 

SaaS model of Cloud Computing. As SaaS services are 

provided via the Internet and user data is stored on the 

provider's site, the provider must be able to ensure the 

provision of flexible, secure and highly available services to 

satisfy the needs of its users. These needs are usually 

negotiated through a service level agreement between the 

customer and the service provider to ensure the performance 

of Cloud services.    

   Data Mining algorithms enable the quality assessment of 

potential SaaS software services on Cloud Computing by 

building different exploration models based on customer 

requirements. These algorithms are very useful for software 

service providers to evaluate their own services in order to 

solve some of the notable problems in SaaS services and to 

increase their availability and performance in the Cloud 

environment, based on the demands and needs of Cloud users. 

They also help Cloud users to be more flexible, to access to 

the technology rapidly and to evaluate their own satisfaction 

with the potential software services available in the Cloud 

Computing environment. However, the integration of Data 

Mining into SaaS Cloud Computing services should be robust 

enough to support the variation and increase in the amount of 

data produced and contribute to the efficient use of this data 

[15, 12, 17, 25]. 

 Designing a SaaS Data Mining Process : 

   A SaaS Data Mining process, in Fig. 3, can be modeled 

through a set of successive steps, these steps must be preceded 

by pre-processing steps:  

 

Fig. 3. SaaS data mining process steps. 

1) SaaS Data Extraction: Generally, the required SaaS data 

for such processing is distributed everywhere and is not 

stored in any type of data repository. As a result, 

developers must effectively manage and analyze huge 

amounts of distributed data, which presents a challenge for 

them. Thus, they must be able to extract and collect only 

the necessary source SaaS data and separate it from the 

existing source data. 

2) SaaS Data Transformation: This step is based on the use of 

appropriate methods to treat inconsistencies and noise 

from the collected SaaS data and to transform them into a 

standard format. After the extraction phase of the SaaS 

data, a cleaning is applied to these data to get rid of noise 

and irrelevant data. Since we are in a dynamic and scalable 

environment, SaaS data flows are of massive volume and 

in rapid and continuous evolution, which involves a lot of 

difficulty during their storage in data warehouses. For this 

purpose, it is essential to find interesting models among 

the raw data by performing a multidimensional analysis on 

aggregate measures such as sum and mean. Then, the 

resulting data must be assembled in appropriate standard 

formats. 

3) Application of Data Mining Algorithms: During this phase, 

SaaS data stored in multidimensional formats is loaded for 

use as input to various algorithms and Data Mining 

methods. According to the predefined needs of the desired 

model, a descriptive and/or predictive Data Mining 

technique (s) is (are) selected and subsequently applied to 

the SaaS data. After application of the Data Mining 

algorithm, the output will be generated in terms of 

performance of SaaS services provided on the Cloud by 

service providers. 

4) Obtaining Exploration Results: Finally, the results obtained 

can be used by service providers to analyze the developed 

model and determine which Data Mining method is most 

effective and best adapted to the given SaaS data in terms 

of response performance. On the other hand, they will help 

service users to make a decision that is appropriate to their 

software service needs. 

 

2.  Cloud-Based Data Mining 

The rapid development of information technology and 

storage capacity has led to the accumulation of a huge amount 

of diversified data. In a reciprocal need to what was discussed 

in the previous subsection, the massive processing of this data 



Achache et. al: The impact of data mining and SaaS-cloud computing: a review 

 

26 

has become an important problem in the field of Data Mining. 

In the past, the Data Mining process was carried out on a 

high-performance machine or large computer equipment, 

which became inefficient. Therefore, the question to be 

resolved is how to improve the parallelism and efficiency of 

Data Mining algorithms. In such situations, Cloud Computing 

is a powerful support and an effective way to overcome Data 

Mining problems through its enormous capacity to: process 

large amounts of data, storage, computation and elastic 

changes. By including Cloud Computing in Data Mining, 

major data processing and storage problems, ownership costs 

of Data Mining tools and techniques will be solved.   

Cloud Computing adopts the same principle of providing 

software and hardware to provide a Data Mining task where 

the latter is provided as a service on the Internet. Cloud 

Computing-based Data Mining is a service-oriented, approach 

based on the "Cloud", providing an interface for Data Mining 

services to a variety of users. Users can use the various 

services via the interface provided by the system without any 

need for pre-knowledge of the system's operation and concern 

about the system's computing and storage capacity. They 

simply need to select the appropriate algorithm to process 

their data and run it to obtain the results of the Data Mining. 

In such a Cloud-based approach, the Cloud-based Data 

Mining system can adopt a pay-per-use method that allows 

companies or individuals to obtain the desired service directly 

and get rid of software purchase expenses and the obstacles 

that prevent them from taking advantage of Data Mining 

techniques [9, 24, 26, 27].   

Cloud-based Data Mining services can address a particular 

process in the Data Mining process, a Data Mining technique, 

distributed Data Mining models and a KDD process. The 

authors in [28], summarized four levels of Data Mining 

service in Cloud Computing as shown in the Fig. 4: 

 

Fig. 4. DMC service levels. 

1) Single KDD Steps: At this level all the steps included in the 

KDD process including: selection, representation and 

visualization are expressed as services. 

2) Single Data Mining Tasks: It includes separate Data 

Mining services such as: prediction, classification, 

clustering and discovery of association rules.  

3) Distributed Data Mining patterns: at this level distributed 

Data Mining methods are implemented such as collective 

learning, parallel classification as a service. 

4) KDD Process: This level includes previous tasks and 

models composed in a multi-step work process. 

This conception is incremental where the implementation of 

services in a level is based on the services of the levels 

preceding it, which allows for the reuse of processes, 

techniques and models already available. This framework can 

be used to develop distributed Data Mining tools as a 

composition of unique services that can be accessed at any 

time and from anywhere [28]. 

In terms of the cost of using Data Mining techniques, 

integrating the Cloud into Data Mining offers an advantage 

for small businesses by allowing them to have the possibility 

of renting a Data Mining service in the Cloud with a minimal 

cost for an efficient analysis of all the organization's data that 

was previously reserved only for large companies [27]. 

 SaaS Cloud-based Data Mining: 

The Software as a Service "SaaS" model is considered as 

the king of all Cloud services. It reduces costs by offering 

flexible licensing options and externalizing hardware effort. In 

SaaS, services are centrally managed and remotely accessible 

on the Web. In other words, no software components are 

installed at the customer's site, they are located on the server 

of a software service provider that handles hardware, software 

updates and technical maintenance. The provision of SaaS 

services is maintained according to a multi-tenant architecture 

that involves a single physical instance with customers hosted 

in separate logical spaces and according to an architecture 

where there can be multiple variations in how a single 

instance is actually implemented and how multi-tenant is 

actually achieved [18]. 

As SaaS refers to computer software provided as Internet 

services, in the SaaS model of Cloud Computing, Data Mining 

software is also provided in this way. The integration of the 

SaaS model into Data Mining allows providers to define 

software capable of processing and providing a Data Mining 

task to users as an on-demand service over the Internet. This 

is reflected positively on customers in terms of reducing the 

costs of using Data Mining tools and techniques. On one side, 

the customer only pays for the Data Mining tools he needs, 

which allows him to save a lot compared to the complex Data 

Mining suites he doesn't use in an exhaustive way. On the 

other side, he only pays for the costs generated by the use of 

the Cloud. He doesn't need to maintain a hardware 

infrastructure; he can apply Data Mining simply via his 

browser. This reduces the obstacles that prevent small 

businesses from benefiting from Data Mining [18, 25]. 

III. RELATED WORKS 

Currently, the coupling of Data Mining algorithms with 

Cloud Computing technology has become the research trend. 

This is reflected in the amount of scientific work done in the 

field to overcome some of the problems posed by both 

paradigms. While Data Mining has been widely used in Cloud 

Computing, the research that addresses its integration into the 

SaaS Cloud Computing model remains limited. In this section 

of the article, various important research studies in the field of 

Data Mining in Cloud Computing were presented. We have 

divided them into three main categories: approaches for 

clustering in the Cloud Computing paradigm, approaches for 

Classification in the Cloud Computing paradigm and 

approaches for Data Mining in the SaaS Cloud Computing 

model. 
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1. Clustering-Based Approaches 

In the context of Cloud Computing, performance 

improvement must be maintained by ensuring: efficient 

scheduling and execution of application tasks, fast and 

effective access and recovery of resources, and load 

balancing. Different solutions are proposed to improve the 

quality of Cloud services on one side and to meet the users' 

requirements on the other side. 

 Patki in [29] studied the clustering algorithms that can be 

applied with high precision in Cloud Computing, divided into 

two categories including Hard Clustering algorithms (K-

means, hierarchical clustering) in which each data belongs to 

a single group and Soft Clustering algorithms ( fuzzy C-

means) where one data can be part of several groups. The 

author noticed that Soft Clustering techniques are more 

efficient and preferable in Cloud Computing environments as 

Cloud data are heterogeneous in nature and may contain 

similarities and have relationships with several groups making 

their retrieval fast and accurate. The result of this discussion 

was proven by Aparajita et al. in [30] who provided a 

comparative implementation of a set of clustering techniques 

(based on partitioning, based on hierarchy) on data in Cloud 

Computing to assess the performance of each one on the load 

balancing issue.  

Madhuri and al. in [13] introduced an improved extension 

of the Agglomerative Classification algorithm for Data 

Mining in the Cloud. In the proposed clustering model, the 

data are initially considered as a single cluster. The similarity 

and dissimilarity parameters are calculated between each pair 

of objects and are merged into a group based on their degree 

of similarity or considered noise based on their degree of 

dissimilarity. A binary hierarchical cluster tree is used to 

group data entities on the Cloud. In more enhanced parallel 

work, Madhuri et al. in [31] proposed a Cloud data clustering 

approach that applies the improved Hierarchical 

Agglomerative Clustering algorithms "CURE" over a 

heterogeneous network. The proposed approach uses 

MapReduce to parallelize the system and divide the data into 

subparts in order that recovery from Cloud storage can be 

used, which increases efficiency and improves system latency.  

The experimental results show the efficiency of the proposed 

algorithm in terms of reduction of execution time, scalability 

and availability. In a similar approach, Srivastava et al. in [32] 

proposed the implementation of the Hierarchical 

Agglomerative Clustering algorithm adapted to large data in 

order to increase the efficiency of the algorithm by performing 

tasks in parallel. The basic idea is to read the subsets of the 

database, apply the clustering algorithm, combine the results 

with those of the previous samples and proceed in this way 

until all the data is available in the main cluster. The results 

demonstrate the efficiency of this algorithm which increases 

with parallelism on the Cloud-based architecture. 

 Sarkar et al. in [36] proposed an approach that uses a 

Hierarchical Clustering algorithm to organize data according 

to the type of data stored in Cloud data centers. The algorithm 

allows to form clusters of data by classifying them according 

to their nature/source to be easily retrieved by end users. This 

approach provides significant performance on large 

heterogeneous datasets allowing fast and efficient data access.  

Atan in [35] proposed a new approach based on Clustering 

algorithms (K-Means and Hierarchical Agglomerative 

Clustering) to ensure the accuracy of the adequacy of the user 

needs in the process of obtaining services from the service 

providers. The platform allows users to access to their service 

providers by obtaining a result that is easy to browse and 

quickly retrieve relevant information based on their interests. 

The proposed approach is able to increase the level of user 

satisfaction and obtain guaranteed services for their 

requirements. 

Shindler et al. in [33] proposed a fast k-Means algorithm 

applicable to large data with sequential access. The algorithm 

uses the notion of the approximate search of the nearest 

neighbor to calculate the allocation of installations from each 

point in this approach. The proposed algorithm outperforms 

existing algorithms providing advanced performance in theory 

and practice proven by faster execution time and a better 

approximation factor. Mahendiran et al. in [34] proposed the 

implementation of the K-Means Clustering algorithm in a 

Cloud environment. The algorithm was implemented in 

Google Cloud using Google App Engine with Cloud SQL. 

The experimental results prove the performance of the 

algorithm in the Cloud on the popular IRIS data set. 

Asnani in [37] proposed a Clustering model of huge text 
data based on feelings using the K-Means algorithm to find 

the hidden feelings of text editors. The technique is based on 

classifying the text according to its orientation in terms of the 

user's mood in the available text communications. The model 

architecture uses Haddop for the storage of the data to be 

processed after their pre-processing. In addition, the data is 

used with the API of the NLP tool that is used to produce the 

data tag. Then, the marked data is retrieved and used with the 

improved k-means clustering.  The proposed algorithm was 

developed in JAVA to be deployed as a Cloud service and 

evaluated on different performance parameters. It has proven 

its efficiency with high accuracy, low error rate and 

optimization in terms of time and memory consumption 

during analysis. 

 Panchal et al. in [38] proposed a dynamic algorithm for 

allocating virtual machines using Clustering to improve 

performance and maintain load balancing in the Cloud 

Computing environment. To plan virtual machines, the K-

means algorithm is used to form clusters. The evaluation 

results of the proposed algorithm by CloudSim show its 

performance in Cloud data centers in terms of load balancing 

and efficient processor utilization.  

Comparison of clustering algorithms implemented in cloud 

computing is shown in Table I. 

 

 

 

 

 

 

 



TABLE I. COMPARISON OF CLUSTERING ALGORITHMS IMPLEMENTED IN CLOUD COMPUTING 
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By sharing the same objectives, Sajjan et al. in [39] 

proposed an approach similar to the preceding one with the 

difference that the clusters formed by the K-Means algorithm 

are combined with the functionalities of three heuristic 

algorithms: genetic algorithm, simulated annealing and 

particle swarm optimization, which reduces the time required 

to find an appropriate virtual machine, thus reducing task 

duration and improving Cloud system performance.  

Recently, Raju et al. in [40] proposed a hybrid approach 

called KPSOW which aims to associate the K-Means 

Clustering technique and the PSO bio-inspired optimization 

algorithm with the inclusion of the weight concept to perform 

effective task scheduling in a Cloud environment. The basic 

idea of the proposed work is to use the K-Means algorithm to 

separate Cloud tasks into groups of low complexity and high 

complexity tasks and calculate their weights. Then, assign low 

complexity tasks to low performance IT resources and high 

complexity tasks to high performance IT resources by 

minimizing lifetime using the PSO algorithm. KPSOW proves 

its simplicity in the fast execution of complex tasks, efficient 

use of IT resources and appropriate load balancing of virtual 

machines compared to FCFS and PSO methodologies. 

In [41], the authors presented a framework for analyzing 

the performance of the Mahout framework with K-Means on 

large datasets running on Amazon EC2 instances. In this 

work, the vectors are converted into a specific Hadoop file 

format which is SequenceFile to be used as input for the 

MapReduce Framework. Vector processing with Mahout_K-

Means generates centroid coordinates and samples assigned to 

each cluster. Experimental results produce better performance 

gains by reducing clustering time and CPU usage. In a parallel 

implementation of K-Means, the authors in [42], presented a 

K-Means algorithm based on the MapReduce framework. The 

proposed algorithm allows the division of data sets that will 

be used as inputs for MapReduce. At the level of each map, 

centers are selected and data are organized in clusters. Then, 

the outputs of all map functions are combined and reduced to 

form the k clusters and data points. Experimental results prove 

the superiority of the adaptability of the proposed algorithm 

over the traditional K-Means algorithm to efficiently manage 

massive data.  In [43], the authors proposed an optimized and 

parallel K-Means algorithm based on the efficient MapReduce 

model to achieve high performance of large-scale data 

clustering. Using the probability sampling technique, the 

proposed algorithm estimates iterations so that it uses only 

certain subsets of the original large data sets. It starts by 

generating a sample from the original data set. After sampling, 

the mappers cluster the data using K-Means and obtain 

centres that will be merged into a reducer to produce k final 

centres using two new merging methods introduced by the 

authors: weight-based merging clustering (WMC) and 

distribution-based merging clustering (DMC). Then, these k 

centers are used to generate the Voronoi diagram to partition 

the original data set and obtain the final clustering result.  The 

experimental results show the superiority of the proposed 

algorithm in terms of efficiency, scalability and robustness. 

An efficient mining algorithm based on Web Fuzzy 

Clustering analysis of large data sets in Cloud Computing has 

been presented by Xianfeng Yang et al in [44]. The algorithm 

uses a fuzzy web object similarity matrix and provides 

services to users via an interface. It starts with data cleansing 

using call services. Subsequently, the data layer deposited in 

the Cloud Computing platform provides storage space for data 

mining services. The FCM algorithm can be used for Fuzzy 

Clustering. Experimental results show that this method can 

effectively improve data mining performance. 

2. Classification-Based Approaches 

Cloud Computing provides computing resources via the 

Internet with elasticity according to a pay-per-use model. 

Efficient task scheduling and parallel processing are the key 

to maintaining better resource utilization and load balancing 

and to satisfying scalability and performance requirements in 

the Cloud Computing environment. As Cloud services are 

delivered over the Internet; preserving data security and 

confidentiality of Cloud resources and services are the major 

preoccupations for Cloud providers as well as for Cloud users.  

Cloud systems must be able to protect the privacy of users of 

Cloud services from attacks and malicious behavior by 

network nodes that can seriously affect network capacity and 

performance.  In recent years, research and application of 

classification algorithms in Cloud Computing have been 

rapidly developed and widely used. These algorithms make a 

remarkable impact on the performance of the Cloud 

Computing environment through its ability to solve complex 

problems as mentioned above.  

Arjmand and al. in [45] proposed a fuzzy KNN classifier to 

classify Cloud data according to their privacy levels and apply 

different encryption methods to secure the data before 

transferring it for storage in the Cloud. The algorithm allows 

data to be grouped into three classes: confidential, private and 

public in order to encrypt confidential and private data very 

carefully using successively the RSA and AES encryption 

algorithms, which conserves time and system resources.   

Then, the classified data is sent to the Cloud for storage. 

Wang in [46] introduced a new approach that addresses the 

issue of Data Mining in the Cloud while preserving 

confidentiality. The author proposed an algorithm called 

PPKC (Privacy Preserving K-NN Classification) based on K-

Nearesr Neighbor to extract and classify data in the Cloud 

while avoiding the revelation of users' private and sensitive 

information. To ensure the accuracy and efficiency, the 

proposed algorithm uses the BWC (Binary Weighted Cosine) 

metric to measure the similarity of records during which the 

private correspondence protocol is used to protect data 

confidentiality. Bajare et al. in [47] proposed a secure k-NN 

classification technique that preserves the confidentiality of 

encrypted data in the Cloud using the semi-honest model. The 

proposed technique uses the Elliptic Curve Cryptography 

(ECC) encryption algorithm to protect data confidentiality, 

user input requests, task results and hide data access patterns. 

In an analogous context, Goutham .V and all in [48] proposed 

a protocol similar to what was presented previously with the 

absence of semi-honest models and the use of Standard 

Homomorphic Encryption methods to encrypt data. These 

models provide an important data security advantage. Kour in 

[49] proposed a classification technique to secure data in a 

Cloud Computing environment. The proposed technique uses 

an improved Bagging and Boosting algorithm to classify data 



Achache et. al: The impact of data mining and SaaS-cloud computing: a review 

 

30 

into sensitive (private) and non-sensitive (public) data. Then, 

the Blowfish algorithm is used to secure sensitive data while 

non-sensitive data is sent to the Cloud without encryption. In 

order to protect data availability in case of a malicious attack, 

partitioning is applied. CloudSim simulation results show that 

an improved bagging technique gives better results than the 

K-NN classification algorithm, thus reducing classification 

time and improving accuracy. 

In [50], the authors proposed a network intrusion detection 

system (NIDS) based on the Naive Bayes classification 

method combined with Snort to detect and prevent malicious 

activity and network attacks in an IaaS Cloud. NIDS uses 

Snort in the first place to perform signature-based detection 

that can detect known attacks. Then NIDS uses the Naive 

Bayes classifier to perform anomaly detection, which detects 

unknown attacks and determines if a given behavior is 

malicious or not by observing previously stored network 

events. The proposed system guarantees a high accuracy and a 

reduced detection time with an affordable calculation cost. 

Ebadifard and al. in [51] provided an algorithm for dynamic 

task planning in a Cloud environment based on the Naive 

Bayes classification method to maintain load balancing of 

virtual machines. This algorithm allows to classify virtual 

machines and to select in a balanced way a machine adapted 

to existing requests by transferring requests from an overload 

machine to under-loaded machines, which reduces makespan 

time and increases the load balancing level. Zhou et al. in [52] 

proposed a fast parallel classification algorithm in the Cloud 

environment. The algorithm consists of the probabilistic 

model Naïve Bayes based on MapReduce. The proposed 

algorithm includes a training step using the Map and Reduce 

politic and a prediction step to predict the data recording with 

the output of the training model. The experimental results 

show that the proposed algorithm can not only effectively 

handle large datasets but also improves the efficiency and 

performance of the original algorithm. Another approach 

presented by Qing He and all in [53] recommends a parallel 

implementation of classification algorithms, including k-

nearest neighbor, Bayesian model, decision tree based on 

MapReduce. This has allowed the resulting parallel 

algorithms not only to be applicable to the exploitation of 

large data sets but also to have the required property of linear 

scalability.   

Kamdar et al. in [54] proposed an approach based on Naive 

Bayes and Support Vector Machine (SVM) classification 

algorithms for analyzing and classifying large data in Cloud 

Computing. The proposed algorithm initializes the weight of 

the learning data and then creates a new data set using 

selection with the alternative technique. After that, it 

calculates the a priori and conditional probabilities of the new 

dataset, and classifies the learning data with these probability 

values. The weights of the classified examples are updated 

according to their classification accuracy. The process of 

creating data sets is continuous until all learning data is 

correctly classified. To classify the new data, classifier votes 

are used. The output of this step is provided to SVM for 

further classification. In this approach both algorithms are 

used with MapReduce providing high accuracy, efficiency and 

performance. 

In [55], Catak et al. proposed an approach called the SVM 

Cloud Training Mechanism (CloudSVM) which consists in 

implementing a distributed SVM based on the MapReduce 

technique to improve scalability and parallelism in Cloud 

Computing systems. The basic idea of the proposed approach 

is that first, the SVM algorithm is trained on distributed Cloud 

storage servers that run in parallel. Then, the support vector in 

each formed Cloud node is collected and merged. These two 

steps are repeated until the SVM converges on the optimal 

solution. The experimental results proved the efficiency of the 

proposed approach in the Cloud Computing environment. A 

similar approach has been proposed by Lu Shuhong in [56] 

unlike the introduction of the penalty factor to manage the 

dynamic of Cloud data and improve the accuracy of Data 

Mining algorithms in Cloud Computing. The proposed 

algorithm presented higher accuracy, improved exploration 

time and performance. 

Kumar et al. in [57] discussed the three scheduling 

techniques Min-Min, Max-Min and genetic algorithm as 
well as the performance analysis of Min-Min and Min-Max 

was shown. An improved genetic algorithm has been 

proposed based on the combination of the two algorithms 

Min-Min and Max-Min for scheduling tasks in Cloud 

Computing. The basic idea of the proposed algorithm is to 

generate the initial population of the genetic algorithm using 

Min-Min and Max-Min, which can provide a better initial 

population than if we choose the initial population at random 

resulting an improved genetic algorithm. The proposed 

algorithm provides high performance, better resource 

utilization and reduced global execution time for tasks 

compared to standard genetic algorithms. Zhu et al in [58] 

proposed a hybrid approach that combines GA and multi-

agent techniques for designing a multi-agent genetic algorithm 

(MAGA) as a way to achieve load balancing between virtual 

machines during the scheduling of tasks in the Cloud 

Computing environment. The proposed algorithm treats a 

person within GA as an agent capable of local perception, 

competition, cooperation, self-learning to achieve the 

objective of improving the quality of global optimization 

results compared to standard GA through the interaction 

between the agent and the environment. The results show the 

efficiency and superiority of the proposed algorithm 

compared to Min-Min and prove that MAGA is able to 

achieve better CPU utilization and load balancing 

performance.  Le et al. in [59] introduced a non-dominated 

genetic sorting algorithm based on grid partitioning (NSGA-

G) to improve the diversity, efficiency and convergence 

characteristic of current non-dominated genetic sorting 

algorithms "NSGA".  The proposed algorithm uses 

partitioning to divide the solution space into several small 

groups so that it calculates and compares only the solutions in 

a group. In order to maintain diversity, the partitioning 

strategy is introduced in the random selection of the solution 

by choosing a random group, which reduces the calculation 

time. The proposed algorithm achieves better performance 

and better quality and computation time than other algorithms, 

such as NSGA-II, NSGA-III and MOEA / D. 
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Zhang et al. [60] proposed a classification strategy to 

extract Cloud data using an improved "SPRINT" 

classification algorithm based on the decision tree to adapt to 

the large-scale Cloud environment. The proposed algorithm 

has been implemented above the MapReduce framework to 

ensure parallelism of Data Mining tasks that can be performed 

on multiple nodes. The main concept of the proposed 

algorithm is to divide the learning data and submit them to 

different calculation nodes that are responsible for processing 

the attribute list and recursive data partitioning. The 

partitioning process is carried on until the members of each 

partition are very similar or the size of the partition is very 

small. Latif et al. in [61] proposed an Enhanced Very Fast 

Decision Tree (EVFDT) algorithm that can effectively detect 

occurrences of distributed denial of service (DDoS) attacks 

and classify them in a Cloud-assisted WBAN (Wireless Body 

Assist Network) environment. The architecture of the 

proposed Distributed Denial of Service (DDoS) attack 

detection system studies the behavior of network traffic to 

form a learning database for the decision tree. New incoming 

traffic is classified as attack or non-attack by building a 

classification tree based on the EVFDT. If a DDoS attacks is 

detected, an appropriate tracking mechanism is applied to 

track an attacker and block his traffic. The EVFDT algorithm 

has proved its ability to detect attacks with significantly high 

classification accuracy and a low false alarm rate with less 

memory overload. Comparison of classification algorithms 

implemented in cloud computing is shown in Table II. 

3. Data Mining-based SaaS 

As SaaS services emerge, evaluating and improving the 
quality of the SaaS services provided becomes more and 
more essential for both clients and Cloud service 
providers. Recently, several researchers have been 
exploring the use of different Data Mining techniques in 
the SaaS model to: 1) measure the goodness of SaaS 
solutions by taking into account the status of customer 
requirements to enable them to distinguish between Cloud 
service providers, 2) allow service providers to have some 
measure to know the superiority of Cloud services in order 
to improve their solutions. 

Kanagalakshmi et al. in [62] presented a model for 
estimating the quality of SaaS software services in Cloud 
Computing based on Clustering Data Mining techniques. 
The proposed evaluation model includes steps to follow 
for SaaS data: 1) Extract SaaS data, 2) Transform SaaS 
data, 3) Load to RDBMS/MDBMS format, 4) Apply the 
Clustering algorithm, 5) Obtain the appropriate cluster. 
The proposed Cluster Model helps service providers to 
increase the availability and scalability of software 
services in the Cloud Computing environment. It also helps 
Cloud users to evaluate the potential software services 
available in the Cloud environment. For the similar 
objective, the same steps were followed by Dhanamma et 
al. in [12] although in step 4, the authors used the most 
popular hard hierarchical clustering algorithms. 

Dhanamma et al. in [63] proposed an approach for SaaS 
evaluation based on the Constraint Based Clustering (CBC) 
algorithm. The proposed model takes into account 
customer requirements as well as the quality attributes of 
SaaS services. It uses k-Means clustering to build clusters 
that will be transformed into micro clusters according to 

user-specified constraints, allowing the identification of 
the impasse. If the impasse is found then the final cluster 
forms, otherwise "break the micro cluster" and repeat the 
operation until an impasse is found. 

Dhanamma et al. in [64] provided various Data Mining 
clustering algorithms (K-Means Clustering, B-Cluster, 
Hierachical) to assess the quality of SaaS. The purpose of 
this research is to provide a decision making system with 
optimal solutions for users and Cloud service providers to 
quickly and easily select / provide potential software 
services according to specified requirements. 
Experimental results show the superiority of K-Means 
algorithm in terms of execution time compared to other 
methods. For maintaining the above objectives, the same 
authors in [65] used the Clustering "Partitioning Around 
Medoids" (Pam) algorithm. After the collection and 
processing of SaaS attribute data, a cluster analysis is 
called allowing the definition of the optimal number of 
clusters using the elbow method and the formation of the 
data clusters by applying the PAM algorithm. The 
experimental results show the efficiency and robustness of 
the PAM algorithm compared to K-Means in the presence 
of noise and aberrant values.  

Kamalraj et al. in [66] proposed an approach based on 
Data Mining techniques for the analysis of the market 
basket of Cloud Computing products. The proposed 
approach relies on a Clustering algorithm to create groups 
of SaaS products and uses "Association Rule Learning" to 
find the relationships between the different data elements 
in the available clusters. In addition, it uses "Market 
Basket Analysis" to analyze services groups, identify 
services frequently used by customers and associates by 
new products as a "free trial" version. The proposed 
approach has mainly minimized the time required to find 
the required products in order to meet customer 
expectations and to make little effort to match them with 
new products to increase business gains.      

Dhanamma et al. in [67] proposed a model to evaluate 
the quality of SaaS in the Cloud Computing environment 
based on the Estimation and Maximization (EM) clustering 
algorithm. First, the approach collects SaaS data on which 
pre-treatment techniques are applied. Then, it uses the 
EM-Clustering algorithm to form data clusters. The last 
step is to visualize the output data, which allows the 
attributes to be interpreted and evaluated. In a similar 
study [68], the same authors proposed a quality model 
called SAASQUAL (Software as a Service Quality model) to 
evaluate SaaS in the Cloud Computing environment and 
differentiate the quality of SaaS providers based not only 
on the EM-Clustering algorithm but also on different 
attributes and metrics that measure software quality. The 
Clustering-EM demonstrates its efficiency for incomplete 
data sets and proves its ability to help Cloud users select 
their best SaaS services and SaaS providers improve their 
products to build customer loyalty in the competitive 
world. 

In [69], Yusoh et al. proposed a penalty-based Genetic 
Algorithm for the problem of SaaS composite Cloud 
placement, which considers not only the placement of SaaS 
software components, but also the placement of SaaS data. 
The problem can be classified as an optimization problem 
whose purpose is to optimize SaaS performance based on 
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its estimated execution time which depends on the time 
spent searching for the placement solution for each 
configuration.  This is the first attempt at SaaS placement 
with its data on the Cloud Provider's servers. In [70], the 
authors developed a Genetic Clustering Algorithm (GGA) 
for clustering multiple composite SaaS into Cloud 
Computing clusters to address only the issue of composite 
SaaS placement and SaaS resource optimization. The 
proposed approach minimizes the use of SaaS resources 
without violating their SLAs by reconfiguring the location 
of application components while maintaining application 

performance, balancing thermal distribution between 
servers and minimizing data consumption. An algorithm 
that swings between the two latest works has been 
proposed in [71].  The proposed algorithm is similar to 
what was presented in [70] unlike the introduction of the 
notion of penalty used in the algorithm proposed in [69] 
knowing that it doesn't consider the placement of SaaS 
data. These researches demonstrate the feasibility and 
scalability of the GA. Comparison of datamining algorithms 
implemented in SaaS is shown in Table III. 

 

TABLE III. COMPARISON OF DATAMINING ALGORITHMS IMPLEMENTED IN SAAS 

 

IV. CONCLUSION 

Cloud Computing has become the leading IT platform for 

sharing hardware and software resources that are provided "as 

a service" on demand to end users via the Internet. SaaS is a 

type of Cloud service that has emerged as an effective reuse 

paradigm to offer hosted software solutions as a service to 

consumers who benefit from: eliminating software costs and 

software maintenance, Internet accessibility, high availability 

and per-use pricing. While the use of SaaS has increased 

throughout the IT world, improving and ensuring the quality 

of SaaS is becoming an important activity for successful SaaS 

management. Data Mining has become very important in the 

Cloud Computing industry.  Through Data Mining, models 

and relationships and meaningful knowledge can be extracted 

from raw data which helps to make decisions and discover 

future trends and behaviors. This article provides an overview 

of the various Data Mining techniques used in Cloud 

Computing including: classification, regression, time series 

analysis, prediction, clustering, summarization, association 

rules and sequence discovery. The research also explains how 

Data Mining and Cloud Computing, particularly the SaaS 
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[12] 

C
lo

u
d

 S
aa

S 
E

n
v

ir
o

n
m

en
t 

Various 
Clustering 
Methods 

Un- 
Structured, 
Structured 

Evaluation of SaaS on the 

Cloud. 
Useful for users and providers to 

measure the quality of SaaS services. 

Don't consider 
the software's 

quality attributes 

           

[63] 

Constraint 
Based 

Clustering, K-
Means 

Structured 
Multi-criteria evaluation of 

potential SaaS quality. 

Increased service quality and 

reduced costs, greater customer 

satisfaction and loyalty. 

Cluster quality 
metrics are less 

efficient. 

             

[64] 
K-Means, 

Hierarchical, 
BiCluster 

Structured 
Optimization of decision 

making (selection/provision) 

on qualified SaaS services. 

High speed and flexibility of the 

SaaS quality specification 

Determination of 
algorithms input 

parameters require 
knowledge of the 

domain. 

 

 

  

         

[65] 
Partitioning 

Around Medoids 
Algorithm 

Structured 
Evaluate the quality of any 

SaaS product with identified 

quality attributes in the Cloud. 

High Performance and 

robustness in the presence of noise. 

Weak analysis of 
large data sets, less 

stability. 

              

[66] 
Association 

Rule Learning 
Structured 

Analyse the SaaS market 

basket and identify customer 

behaviour to increase business 

gains. 

Reduced time and effort for 

advertising new SaaS products, high 

user satisfaction, increased financial 

returns 

Low 
performance of 

specific algorithms 
for clustering and 

association. 

           

[67] 
Expectation–

Maximization 
algorithm 

Structured 
SaaS quality evaluation for 

selecting the best service 

according to users' needs. 

Efficiency and High estimation 

for incomplete data sets 

Slow 
convergence rate 

when data 
dimensionality is 

increased 

               

[68] 
Expectation–

Maximization 
algorithm 

Structured 

Evaluate the selection and 

delivery of SaaS according to 

user needs using a SaaS 

quality model. 

Automation of complete SaaS 

quality assessment. 

Slow 
convergence and 

generally towards 
the local optima. 

                

[69] 
Penalty-

based Genetic 
Algorithm 

Structured 

Efficient placement of 

SaaS components considering 

the storage of their data in the 

Cloud 

Optimization of performance 

and use of SaaS resources.  

Excellent scalability 

Centralization.  
Parallel increase in 

computing time with 
the size of the 

network 

                

[70] 

A Penalty-
based Grouping 

Genetic 
Algorithm 

Structured 

Optimization of the 

dynamic management of 

resource allocation to 

composite SaaS in the Cloud. 

High performance and 

scalability, reduced cost of used 

resources, minimal migration of 

VMs. 

Long algorithm 
computation time. 

              

[71] 
Grouping 

Genetic 
Algorithm 

Structured 

Maintain composite SaaS 
performance through 
dynamic and optimal 

management of resource 
allocation in cloud data 

centers. 

High efficiency and 
performance, minimizing the use 

of SaaS resources. 

Long calculation 
time. 

               
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model, can be used reciprocally.  Here, we have reviewed 

various approaches in the field, different classification and 

clustering algorithms have been used to support the Cloud 

environment. As a research observation, it should be noted 

that research that addresses the integration of Data Mining 

into the SaaS model is still limited and focuses on assessing 

the quality of SaaS services rather than improving the SaaS 

solutions provided.   

For future work, we aim to propose an approach that uses 

Data Mining techniques in the SaaS model to maintain key 

characteristics of SaaS and improve the quality of services 

provided to users. In other words, the guarantee of a qualified 

service must be maintained in order to build a more complete 

and reliable Cloud environment. 
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