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ABSTRACT

Multi-focus image fusion combines two or more images of the same scene with different focus 
points to create a single detailed fully-focused image. The primary purpose of multi-focus im-
age fusion methods is to transfer the correct focus information from the source images to the 
fused image. This study proposes a new classification mechanism based on focus metrics. This 
mechanism is designed to classify focused, non-focused and ambiguous regions. The most im-
portant feature of the proposed mechanism is that it can detect ambiguous areas and transfer 
these regions to the fused image correctly. Firstly, each source image is split into non-over-
lapping image patches of specified sizes in this study. Then, the generated image patches are 
classified using created classification mechanism. After the classification process, a decision 
map is created for each source image. These decision maps are then refined using morpho-
logical operations. In the final stage of the designed study, a dynamic fusion rule is proposed. 
This fusion rule transfers focused and non-focused pixels to the fused image according to a 
specific rule. In contrast, ambiguous regions, frequently encountered in transitions from fo-
cused to non-focused areas, are transferred to the fused image using the gradient-based fusion 
rule. In this way, the negative effect of the regions that the classification algorithms classified 
incorrectly on the fused image is reduced. In addition, in this study, the impact of image size 
on image fusion success is analyzed by using different image sizes in the classification mecha-
nism. As a result, the proposed study is evaluated using objective and subjective metrics. The 
evaluations show that the proposed method is suitable for achieving multi-focus image fusion 
purposes.
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INTRODUCTION

In digital images, some problems arise since imaging 
devices can focus at limited depths. These problems com-
plicate the analysis of images. Multi-focus image fusion 
methods are used to eliminate such issues. These methods 

bring together meaningless pieces of the puzzle to create 
meaningful, easy-to-examine images. For this reason, these 
methods have an important place these days when digital 
imaging is becoming widespread. Multi-focus image fusion 
methods can be used in different areas. Health, combining 
images taken from space, combining images taken during 
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the day and night are applications of this area. In short, 
these methods are widely used in almost every field of dig-
ital imaging.

Digital imaging is vital for experts in different fields to 
make the right decisions. Detailed, easy-to-examine, and 
near-perfect images are needed to make the right decisions. 
Multi-focus image fusion methods aim to achieve this per-
fect image by transferring the correct information from the 
source images to the fused image and transferring the criti-
cal information (edge, corner, etc.) from the source images 
to the combined images. Many approaches are suggested 
in the literature to achieve this aim. These approaches are 
generally studied in two classes: spatial and transformation 
domains. In recent years, classification-based approaches 
have been added to these approaches. 

Spatial domain methods work by directly address-
ing pixel brightness levels. These methods can be used 
as block-based or pixel-based. The block-based methods 
allow processing by decomposing the image according to 
specific block size. It is faster than pixel-based methods but 
weaker at preserving details of source images.

On the other hand, pixel-based methods are based on 
finding the importance of each pixel for the fused image. 
These methods are slower but allow for more detailed fused 
image creation. In the literature, there are different stud-
ies in the spatial domain. The first of these is proposed by 
Li et al. [1]. It is a block-based approach. In this approach, 
images are split into fixed-size blocks. Then, the spatial fre-
quency metric is calculated for these blocks, and these val-
ues are transferred to the fused image according to a specific 
threshold value. Another approach is applied by Huang et 
al. [2]. In this approach, the image is divided into blocks, 
and focus metrics are calculated for these blocks. Finally, 
the fused image is created with the fusion rule based on the 
focus metrics. In addition, methods created using the block-
based Pulse-Coupled Neural Network (PCNN) method are 
available in the literature [3,4]. In recent years, pixel-based 
methods have been preferred more than block-based meth-
ods in the spatial domain. These methods are frequently 
used in the literature to provide more detailed fused image 
creation. The focus weight of each pixel is found and trans-
ferred to the fused image in these methods. Random-walk-
based methods [5,6], Guided filtering-based methods 
[7-11], Bilateral filtering-based methods, Markov-random 
field-based methods [12], Independent Component 
Analysis (ICA)-based methods, and Sparse Representation 
(SR)-based methods [13] are the critical methods used in 
this field.

In addition to spatial-based methods, transform-based 
methods are also frequently used for multi-focus image 
fusion. Since transform-based methods are suitable for 
separating essential and unimportant parts of the image, 
flexible approaches can be created easily. The most crit-
ical approaches in this field are wavelet-based and pyra-
mid-based approaches. The first pyramid-based approach 
is applied by Burt et al. [14] in this field. In this study, the 

fusion process is made using the Laplace pyramid. Another 
approach based on the Laplace pyramid is suggested by Jin 
et al. [15]. In this approach, Laplace components are com-
bined with the help of a PCNN. Again, for the Laplace fea-
tures, the fusion of images is made with the area tessellation 
process by Kou et al. [16]. In addition to pyramid-based 
approaches, methods based on Wavelet transform also 
find their place in the literature. Tian et al. [17] propose a 
wavelet-based approach. In this approach, the components 
formed after the wavelet transform are combined by statis-
tical sharpness. Again, Aymaz et al. [18] combine Stationary 
Wavelet Transform (SWT) and Principal Component 
Analysis (PCA) methods to make a compelling fusion. 
In addition, there are PCNN-based [19], Support Vector 
Machine (SVM)-based [20,21], Fisher classifier-based, and 
Fuzzy sets-based [22,23] approaches applied to wavelet 
components in the literature.

In addition to these studies, approaches based on clas-
sification have also been found in the literature in recent 
years. These approaches are generally learning-based. The 
important thing here is how accurately the classification 
can be made. Classification in multi-focus image fusion 
is usually based on classifying image blocks as focused 
or non-focused. There are primarily deep learning-based 
approaches for multi-focus image fusion in the literature. 
Although learning-based methods are successful in classi-
fication, they also have difficulties preparing the training 
set, creating the network, determining the hyperparame-
ters, etc. There are different approaches based on the clas-
sification of image patches in the literature. Some of these 
approaches are the Two-stage learning-based approach 
[24], Deep Convolutional Neural Network (CNN)-based 
approach [25], Generative Adversarial Network (GAN)-
based approach [26], CNN-based approach [27], Ensemble 
CNN-based approach [28], Fuzzy CNN-based approach 
[29], Connection and dilated CNN-based approach [30], 
and Self-supervised mask-optimization-based approach 
[31].

The proposed study creates a scoring-based classifica-
tion mechanism using focus metrics based on image blocks’ 
spatial and transformative properties. This approach 
requires no training. In addition, the difficulties found in 
learning-based approaches such as parameter determina-
tion and creating networks are not found in the proposed 
approach. In this approach, source images are divided into 
non-overlapping blocks. Focus metrics are calculated for 
these blocks, and a score is added to the image block with 
the enormous metric value. As a result, the image block 
with a significant score is labelled focused, and the small 
one is labelled non-focused. In addition to these, the transi-
tion regions from focused regions to the non-focused areas, 
which are ignored in the literature and where classification 
approaches often make mistakes, are also considered in this 
study. In other words, a three-class classification process 
is performed. The regions labelled with focus are directly 
transferred to the fused image. In contrast, areas belonging 
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to the ambiguous class are transferred to the fused image 
using the gradient-based fusion rule. Thus, the errors 
caused by the classifier are minimized. Details of the pro-
posed method will be given in other sections. The features 
that distinguish the proposed method from the methods in 
the literature are:
• A new classification approach based on focus metrics
• Addressing ambiguous areas as well as focused and 

non-focused areas
• Analyzing the effect of different image sizes on the 

fusion
• Application of two different fusion rules with dynamic 

fusion rule.

MATERIALS AND METHODS

This study proposes a new classification-based approach 
to multi-focus image fusion. Unlike classical learning-based 
techniques, an innovative classification process based on 
focus metrics is applied in the proposed system. The Sum-
modified Laplacian (SML), Variance of Wavelet (WAVV), 
and Spatial Frequency (SF) are chosen as focus metrics. As 
the first step of the method, source images are divided into 
overlapping image blocks. Classifications are usually car-
ried out using a fixed image block size in the literature. The 
proposed work is evaluated for different image block sizes, 
which are 8x8, 16x16, and 32x32. Thus, the effect of block 
sizes on fusion is shown. Details of the methods designed 
for the proposed study will be presented in the following 
sections

In addition, the two-step fusion rule is applied in the 
proposed study to minimize classification errors. In the 
regions where the classifiers can clearly distinguish the 
focused and non-focused areas, the corresponding pixel 
values in the source images are multiplied by the corre-
sponding label value and transferred directly to the fused 
image. For indefinite parts, a gradient-based fusion rule is 
applied. After the proposed study, highly detailed, near-per-
fectly combined images are obtained. Finally, objective and 
subjective metrics are used in performance evaluation. 
Evaluation and comparison results show that the proposed 
approach applies multi-focus image fusion successfully. 
Figure 1 shows the flow of the proposed method.

The New Classification Mechanism
This study proposes a new classification mechanism 

based on focus metrics that do not require training, unlike 
the learning-based classification methods in the litera-
ture. In this mechanism, three metrics are chosen that 
highlight the spatial and transformative properties of the 
image blocks. The number of metrics can be increased, but 
since this method will adversely affect the working times, 
it is ensured that operations are performed with the mini-
mum number of metrics. Selected metrics are SML, which 
brings edge information to the fore, WAVV for calculating 
frequency components and focus information, and SF for 

extracting important points in images. Since focused regions 
contain more detail than non-focused regions, they can 
easily reach focus information using these metrics. In addi-
tion, the proposed mechanism also addresses the ambig-
uous areas that are important for the fused image, which 
are ignored in the methods in the literature. Classifiers 
often misclassify (same label value for each block) for the 

Figure 1. The flow of the proposed method.
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transition from focused to non-focused regions. This situ-
ation negatively affects the success of the methods. In the 
proposed approach to improve methods in the literature, a 
third class, the ambiguous class, is put forward. By applying 
the remarkable fusion rule for these regions, perfectly com-
bined images can be created. The operation of the proposed 
mechanism for two source images is as follows step by step 
in Figure 2.

Focus Measurement Metrics
Focus measurement metrics measure the degree of focus 

of blocks in images [32]. It also gives a degree of clarity to 
the images. Therefore, they are vital in classifying an image 
block as focused or non-focused. For this study, three focus 
metrics with different properties are selected. These met-
rics are WAVV, SML, and SF. Selected metrics reveal both 
spatial and transformational properties of image blocks. In 
addition, these metrics effectively highlight important parts 
of images, making them very suitable for multi-focus fusion 
purposes.

SML: Sum-modified Laplacian metric is suggested by 
Nayar et al.[33]. This metric is based on the Laplace oper-
ator with quadratic derivatives and highlights essential 
parts of images. The metric calculation is illustrated with 
Equations (1-2).

  
(1)

  (2)

SF: The SF metric is calculated based on the image gra-
dient. Gradient takes higher values in important image 
parts, such as edges, corners, etc. This analysis makes it 
easy to find focused regions. Therefore, it is well suited for 
multi-focus compositing purposes. Equations (3-5) give the 
calculation of the SF metric. [34].

  (3)

In Equations (4-5), RF and CF represent the row and 
column frequencies. RF shows important information 
(edge, corner, etc.) in rows of images, while CF shows 
important information in columns of images.

  
(4)

  
(5)

In these equations, M and N give the row and column sizes 
of source images, respectively. Also, f is the original signal.

WAVV: Transformation-based methods facilitate the 
analysis of images. Wavelet transform is frequently preferred 
in the literature. This metric tries to reach the focus informa-
tion by using the frequency components of the image parts.

Two-Step Fusion Rule
In this study, an innovative fusion approach is used. In 

classification-based methods for multi-focus image fusion, 
Figure 2. The flow chart of the new classification mecha-
nism.
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the fused images are created according to the classifier’s 
decision. This situation causes even a tiny error in classifi-
cation to affect the combined image adversely. A two-step 
fusion approach is designed in the proposed study to turn 
this negative situation into a positive one. The classifier 
classifies the image blocks as focused, non-focused, and 
ambiguous. In the regions where the classifiers can clearly 
distinguish between focused and non-focused, the relevant 
decision map label value and the source image pixel value 
are multiplied and transferred to the fused image. The main 
problematic parts of the images are the transition points 
from the focused regions to the non-focused areas. At these 
points, classifiers often make mistakes. Therefore, in the 
proposed study, these parts are ambiguous and transferred 
to the fused image using the gradient-based fusion rule. 
The steps of the two-step fusion rule are shown in figure 3.

The most significant feature that distinguishes the pro-
posed study from the studies in the literature is the presence 
of ambiguous pixels. The images of the ambiguous pixels 
obtained for the Boat image as a result of the proposed 
method are given in Figure 4.

When Figure 4 is examined, it is seen that ambiguous 
pixels appear in the transitions from focused regions to 
defocused regions in source images. In addition, it can be 
seen that the number of these pixels increases as the block 
size increases.

Gradient-based Fusion Rule
Multi-focus image fusion methods aim to transfer the 

correct focus and essential information (edge, corner, etc.) 
from the source images to the fused image. A gradient is a 
tool that highlights vital information of images that can best 
accomplish these purposes. This tool takes high values in 
crucial parts of the image (edge, corner, etc.) and low values 
in unimportant areas such as the background. In this study, 
a gradient-based fusion rule is applied, which is based on 
gradient analysis and determines the importance ratios 

of each pixel for the merged image. This rule is used only 
when the classifier is unstable. Thus, detailed fused images 
are obtained. The step-by-step implementation of the gra-
dient-based fusion rule is as follows;

Step 1: This fusion rule works when the classifier gives 
label 2. First, the gradient magnitudes of each pixel in the 
source images are calculated using the 3x3 Sobel filter. The 
filter size is chosen small because every detail in the source 
images is significant for the fused image. Then, maps con-
taining gradient magnitudes are obtained for each source 
image (Gmag1, Gmag2).

Step 2: Then, the gradient magnitudes are proportioned, 
and each pixel’s importance ratios for the fused image are 
determined. Transferring a pixel directly to the fused image 
is risky. It is essential to transfer the pixels to the combined 
image by weighting to reduce this risk. The weights of the 
pixels are calculated using Equation (6) and Equation (7).

  (6)

  (7)

Step 3: After the importance ratios of pixels in source 
images are calculated, the ambiguous regions are trans-
ferred to the combined image according to their impor-
tance ratios using Equation (8).

  (8)

Performance Measurement Metrics
Performance measurements are made in two differ-

ent ways in multi-focus image fusion methods. These are 
objective and subjective metrics.

Figure 3. The flow chart of the two-step fusion rule.
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Objective Metrics
QAB/F and Mutual Information (MI) metrics are the 

most popular objective metrics. These metrics are used 
when we do not have a reference image available. Since the 
datasets used in the literature generally do not contain orig-
inal images, researchers use these metrics more frequently. 
With the help of these metrics, the correct amount of data 
transferred from the source images to the combined image 
can be measured.

QAB/F Metric: The QAB/F metric measures the edge 
information transferred from the source images to the 
fused image. It is calculated using Equations (9-13) [35].

 GAF (n, m) and AAF (n, m) show the relative strength and 
orientation values of input images A to F. These values are 
calculated using Equations (9-10).

  (9)

  (10)

The model  and  give the edges 
between the A and F images. Some constant values are used 
in these equations. The constants are Γg, κ g, σ g and Γα, 
κα, σα . These constants are the exact form of the sigmoid 
functions used to generate the edge strength values. The 
calculations of these values are given in Equations (11-12).

  (11)

  (12)

As a result, Equation (13) measures the amount of edge 
transferred from the source images to the fused image.

  (13)

In Equation (13), the source images and the fused image 
are represented by A, B, and F, respectively. The edge rela-
tionship between the images A and F is represented by QAF 

, While the edge relationship represents the B and F images 

  

(a) (b)

     

(c) (d) (e)

Figure 4. Multi-focus Boat image, a) Right-focused source image, b) Left-focused source image, Ambiguous pixels after 
proposed classification method with c) 8x8 block size, d) 16x16 block size, e) 32x32 block size.
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QBF. The weights wA (i, j) and wB (i, j) represent the required 
weights for QAF and QBF. In addition, the higher the value of 
this metric, the more successful the method.

MI: The Mutual Information metric measures the cor-
rect amount of information transferred from the source 
images to the fused image. The metric is calculated using 
Equations (14-15).

  (14) 

  (15)

In Equations (14-15), the IAF and IBF values indicate 
the amount of information between images A and B and 
between images B and F, respectively. In addition, the P in 
the equations represents the entropy information. 

  (16)

As a result, the total information transferred from 
source images to fused images is represented with MI.

Subjective Metrics
The most popular subjective metrics are Root Mean 

Square Error (RMSE) and Peak Signal Noise Ratio (PSNR). 
These metrics are used when we have a reference image. It 
is used to measure the similarity between the fused image 
and the original image.

RMSE: The RMSE metric measures the similarity of 
the fused image resulting from the method and the origi-
nal image from the dataset. It is calculated using the metric 
Equation (17) [36]. The smaller the result of this metric, the 
more successful the method.

  (17)

In Equation (18), M and N show the row and column of 
images, respectively. In addition, the reference image and 
fused image are represented with IR and IF, respectively.

PSNR: The PSNR metric shows how noise-resistant the 
fused image is compared to the original image. The higher 
the metric result, the more successful the proposed method 
is [36].

  (18)

In Equation (18), M and N show the row and column of 
images, respectively. In addition, the reference image and 
fused image are represented with IR and IF, respectively. In 
this Equation, L shows the maximum grey level.

RESULTS AND DISCUSSION

This study proposes a new approach for multi-focus 
image fusion. This approach includes a new classification 
mechanism that does not require training and a flexible 
two-step fusion rule. In addition, the proposed study with 
different sizes of blocks is tried to show the effect of image 
block sizes on fusion success. These dimensions are chosen 
as 8x8, 16x16, and 32x32. Evaluations for each dimension 
are made separately. Very few datasets exist for multi-focus 
image fusion methods in the literature. The most popular 
of these datasets is the Lytro dataset [37], consisting of 20 
color images, and the Durga Prasad dataset [38], grey-level 
images. In the proposed study, evaluations are made for the 
samples taken from both datasets. While making the evalu-
ations, objective and subjective metrics are used.

Objective metrics measure how much the correct focus 
information is transferred from the source images to the 
fused image, and essential information such as edges and 
corners of the source images are preserved without the need 
for a reference image. This paper uses the objective metrics 
QAB/F and MI, popularly used in the literature. These met-
rics effectively measure how well multi-focus image fusion 
goals are achieved. First, evaluations and visual results with 
images taken by Durga Prasad [38] will be given. The sam-
ples taken from this dataset are compared with nine dif-
ferent methods in the literature. The first of these methods 
is proposed by Chen et al. [39]. They used Multiwavelet 
transform to divide source images into frequency com-
ponents. Then, the SML metrics of these components are 
calculated, and the larger values are transferred to the com-
bined image. The second one is Hua et al.’s [40] method. 
They applied the random walks method to fuse images. In 
this study, focus metrics using local and global properties of 
images are used as a fusion rule. Zhang et al.’s [41] method 
classifies the focused regions with the Graf-based Visual 
Saliency method, and then the parts are smoothed by mor-
phological operations. Also, the Shearlet transform is used 
for defocused areas, while the focused regions are trans-
ferred directly to the fused image in this method. Another 
approach is implemented by Li et al. [42]. First, the source 
images are divided into frequency components with the 
Nonsubsampled Counterlet Transform (NSCT) method. 
Then, the Energy of Gradient (EOG) metric for these 
components is calculated and combined according to the 
mean and the maximum rules. Nejati et al. [43] designed a 
new focus measure that handles the intersections of source 
images, and focused regions are separated from the defo-
cused areas.

Another approach in this area is proposed by Jiang et 
al. [23]. They offered a method based on SWT and fuzzy 
sets. Abdipour et al. [44] first split source images into 
sub-frequency components. Then, these components’ 
variance and spatial frequency information are calculated 
and combined. Chaudrary et al. [45] proposed a block-
based approach. This approach divides the source images 
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into two subcomponents with neighbourhood filtering. 
Then, these subcomponents are combined using spatial 
frequency metrics, and a fused image is created. The last 
of the methods is recommended by Yang et al. [46]. They 
implement a Counterlet transform to divide source images 
into two subbands. While low subbands are transferred 
to the fused image with the PCNN method, the maxi-
mum SML metric is transferred to the combined image 
for high-frequency subbands. The proposed approach 
compared with these methods and comparison results are 
given in Table 1.

The methods given in Table 1 use either spatial domain 
or transform domain methods to fuse source images. The 
proposed approach is superior to these methods as it can 
transfer the focus information directly to the fused image 
without any coefficients. The disadvantage of these stud-
ies is finding constant coefficients that accurately trans-
fer the focus information to the fused image. When the 
evaluations are examined, it is seen that the proposed 
approach is objectively superior to the methods in the lit-
erature. In addition, the proposed method results related 
to these images are given in the figures. The visual results 

of the proposed method for the dataset prepared by Durga 
Prasad [38] are presented in this section. Visual results 
of Flower and Leaf images are given in Figures 5 and 6, 
respectively.

Figures 5-6 present the visual results of the proposed 
study on the dataset prepared by Durga Prasad. This dataset 
consists entirely of grey-level images. Figures 5-6 are cre-
ated with a similar logic. The a and b images in the figures 
give source images with defocused regions taken from the 
relevant dataset. Since the proposed study focuses on classi-
fication into focused and non-focused areas, images show-
ing classification success are added to the figures. After 
the proposed classification mechanism and morphological 
processes, give decision maps with c and d images. In addi-
tion, the fused image formed after the proposed study is 
shown with the e image. As can be seen from the figures, 
the proposed approach successfully creates decision maps 
and perfectly fused images with the help of these decision 
maps.

Secondly, subjective evaluations are made for some sam-
ples taken from the dataset prepared by Durga Prasad [38]. 
Since it is difficult to find reference images, such metrics 

Table 1. Objective Comparison Results for Durga Prasad [38] Dataset

  Images
BOOK CLOCK PEPSİ LAB DİSK LEOPARD

  Metrics
Chen et al. [39] MI 8,61 X 7,42 8,10 7,66 X

QAB/F 0.71 X 0.75 0.73 0.71 X
Hua et al. [40] MI 9,24 8,29 7,80 8,50 8,00 X

QAB/F 0.73 0.73 0.76 0.74 0.73 X
Zhang et al. [41] MI X 7,83 7,09 8,04 6,49 X

QAB/F X 0.71 0.78 0.73 0.68 X
Li et al. [42] MI 9,63 8,52 8,83 8,78 X X

QAB/F 0.71 0.68 0.76 0.73 X X
Nejati et al. [43] MI 9,44 8,58 8,87 8,70 8,29 X

QAB/F 0.73 0.72 0.78 0.74 0.73 X
Jiang et al. [23] MI 8,96 8,38 8,25 8,78 7,75 X

QAB/F 0.73 0.71 0.78 0.73 0.72 X
Abdipour et al. [44] MI 9,27 7,16 8,90 8,69 X X

QAB/F 0.73 0.65 0.79 0.75 X X
Chaudhary et al. [45] MI X X 7,07 6,26 6,45 X

QAB/F X X 0.76 0.68 0.71 X
Yang et al. [46] MI 9,34 8,65 X X 8,38 10,90

QAB/F 0.76 0.74 X X 0.73 0.83
Proposed Method (with 8x8 Block Size) MI 9.97 10,25 11,48 12.44 8,74 13,03

QAB/F 0.95 0.87 0.91 0.88 0.86 0.92
Proposed Method (with 16x16 Block Size) MI 9,78 10,09 11,43 12,37 8,21 12,82

QAB/F 0.94 0.88 0.91 0.88 0.86 0.92
Proposed Method (with 32x32 Block Size) MI 9,29 9,90 11.25 12,10 8,08 12,24

QAB/F 0.93 0.89 0.90 0.87 0.85 0.91
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(a) (b)

    
(c) (d) (e)
Figure 5. Multi-focus Flower image. (a) Right-focused source image, (b) Left-focused source image, (c) Decision map for 
right-focused image After proposed classification method, (d) Decision map for left-focused image after proposed classi-
fication method and (e) Fused image.

  
(a) (b)

    

(c) (d) (e)
Figure 6. Multi-focus Leaf image. (a) Right-focused source image, (b) Left-focused source image, (c) Decision map for 
right-focused image after proposed classification method, (d) Decision map for left-focused image after proposed classifi-
cation method, and (e) Fused image.
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are not preferred in the literature. In this study, RMSE and 
PSNR metrics, which are subjective, are used. The pro-
posed method is compared with three different studies in 
the literature using these metrics.

When Table 2 is examined, it is seen that the proposed 
approach obtains the closest fused images to the original 
images. In addition, as the image block sizes increase, it is 
seen that the success of the method decreases as it becomes 
more challenging to find the transition points from the 
focused regions to the defocused areas.

Finally, the proposed approach is objectively com-
pared with classification-based techniques. This compari-
son is meaningful as the proposed approach also includes 
a classification mechanism. Comparisons are made with 
nine different studies applied in the literature in recent 
years. Firstly, Liu et al. [25] proposed a system based on 
detecting focused regions by deep CNN. Secondly, Ma 
et al. [26] used GAN architecture to detect focused and 
defocused areas. Another approach using deep learning is 
suggested by Amin-Naji et al. [28]. This approach uses an 
ensemble-based CNN. Zhang et al. [27] proposed a dif-
ferent approach based on CNN. The first two convolution 

layers are used to extract features, and these features are 
combined according to the max, min rule. Liu et al. [49] 
applied an adaptive sparse-based approach. This approach 
creates dictionaries for source images, and coefficients are 
made for each source image with the K-SVD algorithm. 
If the corresponding coefficient is higher, it is transferred 
to the fused vector, and the fused image is obtained. Gai 
et al. [24] proposed a two-stage CNN structure. In the 
first stage, images are separated as focused or non-fo-
cused with Densenet. In Phase 2, EDGAN architecture is 
applied to protect the edges in source images. In Bai et 
al.’s [52] method, source images are divided into subcom-
ponents with a Quadtree structure, and these subcompo-
nents are classified as focused or non-focused using the 
SML metric. Then, the results are improved by morpho-
logical operations, and a fused image is obtained. Zhang 
et al. [53] found the transition between the focused and 
non-focused regions and combined them. Gradient infor-
mation is used when finding a boundary. Finally, Liu et al. 
[51] applied a transform and sparse-based approach. First, 
the source images are separated into low and high-fre-
quency components using the transform-based method. 

Table 3. Objective Comparison Results for Lytro Dataset [37]

Method Mean for Lytro Images MI QAB/F STD
DCNN [25] Mean 5.96 0.76 57.46
FusionGAN [26] Mean 3.50 0.37 48.35
ECNN [28] Mean 6.15 0.75 57.51
ASR [40] Mean 4.91 0.74 56.84
IFCNN [27] Mean 4.87 0.7296 57.55
TWOSTAGE [24] Mean 6.12 0.7621 57.57
MST-SR [51] Mean 5.15 0.7483 57.42
QB [52] Mean 5.50 0.7446 57.53
BF [53] Mean 6.07 0.7583 57.29
Proposed Method (8x8 Block Size) Mean 9.24 0.898 57.94
Proposed Method (16x16 Block Size) Mean 9.01 0.896 57.38
Proposed Method (32x32 Block Size) Mean 8.78 0.885 56.98

Table 2. Subjective Comparison Results for Durga Prasad [38] Dataset

Methods Book Image Clock Image Flower Image Saras Image

RMSE PSNR RMSE PSNR RMSE PSNR RMSE PSNR
Moushmi et al. [47] 7.04 31.17 4.51 35.04 X X 2.85 39.03
Li et al. [48] X X X X 7.84 30.24 X X
Aymaz et al. [49] 5.28 33.67 0.95 48.57 4.99 34.16 2.76 39.31
Proposed Method (with 8x8 Block Size) 0.41 55.87 2.47 40.27 1.16 46.84 0.70 51.22
Proposed Method (with 16x16 Block Size) 0.62 52.28 2.63 39.73 1.58 44.15 0.73 50.86
Proposed Method (with 32x32 Block Size) 1.02 47.95 2.74 39.37 1.68 43.62 0.76 50.51
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Low-frequency information is combined with a sparse-
based system, while high-frequency information is com-
bined with the maximum selection rule. The proposed 
approach compared with these methods and comparison 
results are given in Table 3.

The methods for comparison in Table 3 aim to com-
bine patches in source images by classifying them as 
focused and non-focused. These approaches generally 
use deep learning methods as classifiers. Although deep 
learning approaches produce typically successful results, 
they include difficulties such as determining parame-
ters, creating a suitable network, and creating a training 
dataset. The proposed approach in this study makes clas-
sification without the need for these parameters. It also 
includes a two-step fusion rule that can minimize clas-
sification errors. Thanks to these features, the proposed 
approach produces successful results for multi-focus 
image fusion. Objective metric results for all examples 
from the Lytro [37] dataset are given in Table 3. When the 
metric results are examined, it is seen that the proposed 
approach is superior to the methods in the literature. This 
superiority arises because the proposed study is designed 

following multi-focus image fusion purposes. In addition, 
visual results of the proposed approach for some images 
from the Lytro [37] dataset are given in this section. When 
the visuals are examined, it is seen that the visual results 
of the proposed approach are as good as the numerical 
results for fusion. This section gives Lytro-08, Lytro-01, 
and Lytro-10 from the related dataset.

Figures 7-9 provide the visual results of the proposed 
study. All of these figures are organized in the same way. 
Images a and b in each figure represent source images 
with different focus values   from the Lytro [37] dataset. 
Images c and d show the decision maps formed after the 
proposed classification mechanism and morphological 
operators. As can be seen from the decision maps, the pro-
posed approaches successfully separated the focused and 
non-focused regions. Finally, after the proposed study, the 
f image gives the created fused image. The fused image is 
rendered perfectly, very close to the original. The Lytro 
[37] dataset consists of colour images. The proposed 
approach successfully combines both grey and colour-
level images.

  

(a) (b)

    

(c) (d) (e)

Figure 7. Multi-focus Lytro-08 image. (a) Right-focused source image, (b) Left-focused source image, (c) Decision map 
for right-focused image after proposed classification method, (d) Decision map for left-focused image after proposed 
classification method and (e) Fused image
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(a) (b)

    
(c) (d) (e)
Figure 8. Multi-focus Lytro-01 image. (a) Right-focused source image, (b) Left-focused source image, (c) Decision map 
for right-focused image after proposed classification method, (d) Decision map for left-focused image after proposed 
classification method and (e) Fused image.

  
(a) (b)

    
(c) (d) (e)
Figure 9. Multi-focus Lytro-10 image. (a) Right-focused source image, (b) Left-focused source image, (c) Decision map 
for right-focused image after proposed classification method, (d) Decision map for left-focused image after proposed 
classification method and (e) Fused image.
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CONCLUSION

Multi-focus image fusion methods create a full-fo-
cus fused image by combining two images with focus-
ing problems. These methods aim to transfer the correct 
focus information from the source images to the merged 
image and to preserve essential details such as edges and 
corners in the source images. The proposed approach is a 
new approach prepared for this purpose. In this approach, 
a new classification mechanism is created based on the clas-
sification of image blocks as focused or non-focused. This 
mechanism works based on focus metrics and does not 
require any training process. In addition, another feature 
that makes this mechanism unique is that it can also clas-
sify ambitious regions. The fuzzy areas that appear in the 
transitions from focused to non-focus areas are essential in 
the fused image. Therefore, it is considered in the proposed 
approach. Decision maps created with the classification 
mechanism are improved with morphological operations, 
and final decision maps are created.

One of the essential steps in multi-focus image fusion 
methods is determining the fusion rule. The fusion rule 
reveals the importance of pixels in the source images for 
the fused image. In the proposed work, a two-step flexible 
fusion rule is applied. This fusion rule can directly transfer 
the classifier’s regions to the fused image. In contrast, the 
ambiguous areas are transferred to the fused image with 
the gradient-based fusion rule. The methods in the liter-
ature ignore classification errors. Therefore, the success of 
image fusion is limited, while the classifier’s success is lim-
ited. Thanks to the two-step fusion rule used in the pro-
posed study, classification errors are minimized, and more 
detailed combined images are obtained compared to the 
methods in the literature. The proposed method perfor-
mance is calculated using objective and subjective metrics, 
and the results show that the proposed study is quite suc-
cessful in multi-focus image fusion.
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