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Abstract: This study aimed to measure the effect of rater training given to improve 

the peer assessment skills of secondary school students on rater behaviors using 

the many-facet Rasch Measurement model. The research employed a single-group 

pretest-posttest design. Since all raters scored all students, the analyses were 

carried out in a fully crossed (s x r x c) pattern. There were three facets in the 

research: student, rater, and criteria. The study group consisted of 25 seventh-grade 

students at a public school in Ankara in the 2021-2022 academic year. All 25 

students in the study group were instructed to write compositions. The 

compositions were examined by the researchers, and 10 were selected for peer 

assessment. Before the experiment, students were asked to evaluate their peers’ 

writing skills according to the rubric developed by the researchers. Then, rater 

training was given to the students for four weeks. After the rater training, the 

students were instructed to re-evaluate the writing skills of their peers. In the 

research, four rater behaviors were examined: rater severity, rater leniency, 

differentiated rater severity, and differentiated rater leniency. When the research 

results were examined, it was observed that rater training contributed to reducing 

severity, leniency, and differentiated severity and leniency behaviors. 

1. INTRODUCTION 

One of the aims of today’s education system is to prepare and support students for daily life. 

Helping students acquire and develop daily life skills is a major objective of curriculum. One 

of the practices applied as part of these objectives is the observation and assessment of students 

across the curriculum. Assessment and evaluation are used to measure the learning outcomes, 

behavior acquisition, and the effectiveness of teaching programs (Ertürk, 1979).  

The proper functioning of the evaluation mechanism allows for quick and effective solutions to 

potential problems in the system. Monitoring student progress becomes easier, and learning 

outcomes are more easily and accurately identified. In this way, both the quality of education 

increases and development is ensured in a way to facilitate and promote adaptation to 
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innovations (Çeçen, 2011; Gürlen et al., 2019; İşman & Eskicumalı, 2003; Kurudayioğlu et al., 

2008; Turgut & Baykul, 2010; Yaşar, 2017). 

Teachers use different evaluation methods when examining the effects of the educational 

process. If the evaluation methods used are independent of the student, the evaluation process 

will be incomplete for the student. This is because students usually have more information about 

their peers’ tasks than their teachers (Somervell, 1993). Involving students in the assessment 

process increases teacher-student and student-student interaction and contributes to the 

development of students’ responsibility-taking behaviors (Keaten & Richardson, 1993). One of 

the assessment approaches involving active student participation in the assessment process is 

peer assessment. Peer assessment is the evaluation of classmates according to specified criteria 

(Boud et al., 1999). Peer assessment allows students to work together effectively (Kutlu et al., 

2010). 

The biggest problem in educational settings where peer assessment is used is the reliability of 

the scores obtained (Donnon et al., 2013). When appropriate environments and conditions are 

not provided, students cannot make objective evaluations and this causes the evaluation to 

produce incorrect results (Ellington et al., 1997). In addition, the validity of the assessment will 

be negatively affected as there will be a rater effect on the assessment. Some of the common 

rater behaviors are rater severity, rater leniency, and bias (Myford & Wolfe, 2003). The 

tendency of a rater to give lower scores than other raters in the rater group is called rater 

severity, and the tendency to give higher scores is called rater leniency (Myford & Wolfe, 

2004). Rater bias is the tendency of the rater to be sometimes harsh and sometimes generous 

when scoring students, depending on the characteristics of the students other than the measured 

characteristic (Knoch et al., 2007). To reduce or eliminate these rater behaviors, it is 

recommended to use rubrics, use more than one rater, and provide rater training (Andrade, 

2005; Hauenstein & McCusker, 2017; Kubiszyn & Borich, 2024; Lumley & McNamara, 1995; 

Oosterhof, 1999). In the current study, all of the suggested methods were used to make the 

rating more valid and reliable. Peer assessment involves, by nature, more than one rater. In peer 

assessment, before creating the relevant assessment tool, the basic behaviors and criteria related 

to the task are identified with the students, and the expected behaviors of the students are listed. 

Students should be involved from the first stage of the assessment process. The type of 

assessment to be used and which learning outcomes will be assessed should be well explained 

to the students beforehand. The tasks should be appropriate to the level of the students, similar 

approaches should be used frequently in class, assessment criteria should be prepared together 

with the students, and possible disagreements should be resolved (Alıcı, 2010; Bushell, 2006; 

Kutlu et al., 2010; Stiggins & Chappuis, 2005; Woolfolk et al., 2008). After the definitions and 

explanations about the task are completed, the students should be instructed on how the 

assessment should be done. 

After the assessment tool is created, rater training should be provided to support students in 

rating objectively. Lack of objectivity in rating is one of the biggest problems encountered 

during implementation (Donnon et al., 2013). Students’ involvement in the rating process 

supports teaching, influences students’ rating behaviors, and contributes to the validity and 

reliability of the rating. Students’ tendency to give a higher score to their close friends or to 

classmates who are at the top of the class, their failure to fulfill the responsibilities that need to 

be observed during peer assessment, and their inability to fully comprehend the criteria may 

negatively affect the peer assessment process (May, 2008). Students’ subjective rating behavior 

may lead to a biased evaluation of the learning process and learning outcomes, and students 

failing to fulfill their tasks fully may come to the forefront. Studies show that in peer 

assessment, students may resort to different ways to give each other higher scores and that they 

may be biased (Greenan et al., 1997; Johnson & Smith, 1997). In addition, all kinds of rater 

effects can be expected in peer assessment (Farh et al., 1991; Heslin, 2005). Examining the 

effectiveness of the techniques used to increase objectivity in evaluations using peer assessment 
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is very important for the reliability of the scores obtained and the validity of the inferences to 

be made based on the scores. Therefore, providing rater training may contribute to rating 

validity. When the literature is examined, it is seen that several studies found that rater training 

contributed significantly to rating accuracy (Bijani, 2018; Congdon & MeQueen, 2000; Fahim 

& Bijani, 2011; Kondo, 2010; Loignon et al., 2017; Martin & Locke, 2022; May, 2008; 

Yeşilçınar & Şata, 2021). 

Eliminating or reducing undesirable rater behaviors in performance assessment will contribute 

to the validity, accuracy, and reliability of the results. When the literature is examined, it is seen 

that there are studies that investigate the effect of rater training on rater behavior in peer 

assessment among groups at university level and above (Loignon et al., 2017; Martin & Locke, 

2022; May, 2008; Yeşilçınar & Şata, 2021). However, there is no study that investigates the 

effect of rater training on rater behaviors in peer assessment among students at secondary school 

level. To fill this gap, this study was conducted to determine how rater training given to improve 

the peer evaluation skills of secondary school students affects their peer rating behaviors.  

This research is important to determine the rater behaviors that occur during the process of 

using peer evaluation and to determine the effect of rater training on eliminating or reducing 

these behaviors. Focusing especially on the rater behaviors of secondary school students in the 

peer evaluation process shows the originality of the study. In light of all this information, it was 

aimed to investigate the effect of rater training with the multi-facet Rasch model in order to 

provide more objective and accurate scoring in the evaluation of the writing tasks prepared by 

secondary school students. For this purpose, answers were sought to the following questions. 

1) Regarding peer evaluation scores before rater training; 

a) What is the severity and leniency of the raters? 

b) What are the raters’ differentiated leniency and severity behaviors? 

2) Regarding peer evaluation scores after rater training; 

a) What is the severity and leniency of the raters? 

b) What are the raters’ differentiated leniency and severity behaviors? 

2. METHOD 

2.1. Study’s Design 

This study employed a single-group pretest-posttest design, aiming to measure secondary 

school students’ rater behaviors when evaluating the writing skills of peers and the effect of 

rater training on the students’ rating behavior in peer assessment, using the many-facet Rasch 

measurement model. Since each rater scored all students, the analyzes were carried out in a 

fully crossed pattern. There were three facets in the research: rater, criterion, and student. 

2.2. Study Group 

The study group consisted of 25 seventh-grade students at a public school in Ankara in the 

2021-2022 academic year. The students included in the study were selected according to the 

following criteria: not having received rater training before, willingness to participate in the 

study voluntarily, and traceability. 

2.3. Data Collection Tools 

A writing task and an analytical rubric developed by the researchers were used as data collection 

tools in the study. During the analytical rubric development process, opinions were taken from 

three Turkish teachers and two measurement and evaluation experts. The content validity index 

of the measurement tool was determined using the Lawshe (1975) technique based on expert 

opinions (CVR=0.99,  p<0.05). The criteria were arranged to suit the students' levels, and the 

analytical rubric was finalized. In the rubric, each criterion was evaluated on a four-point scale 

(1: very unsuccessful; 4: very successful). After the rubric was finalized, validity and reliability 

studies were conducted. Exploratory factor analysis was conducted to provide evidence for the 

validity of the rubric. While conducting exploratory factor analysis, the average of the scores 
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given by the 25 raters to the students' writing tasks was used. Before proceeding with 

exploratory factor analysis, assumptions such as sample size, multiple normality, linearity and 

outliers were examined. Çokluk et al. (2021, p. 206) state that when determining the sample 

size in exploratory factor analysis, the individual/item ratio should be at least 2:1. In the current 

study, it was determined that the sample size assumption was met because the student-criterion 

ratio was greater than 2:1 (25:7). Additionally, Guadagnoli and Velicer (1988) criticized the 

theoretical relationship between sample size and number of items and conducted a Monte Carlo 

study. They state that even if the number of samples in their study is less than 50, values with 

a factor loading of 0.80 or more will be sufficient for the sampling assumption. Considering 

that the factor loadings in the current study are greater than 0.80 (C1= 0.948, C2= 0.945, C3= 

0.949, C4= 0.954, C5= 0.922, C6= 0.942, C7= 0.957). It was determined that the number 

assumption was met. For the multivariate normality assumption, the univariate normality 

assumption must first be examined (Çokluk et al., 2021, p. 29). After determining that all 

variables meet the univariate normality assumption (Shapiro-Wilk: p1= 0.77, p2= 0.42, p3= 

0.23, p4= 0.10, p5= 0.34, p6= 0.66, p7= 0.10, multiple normality assumption 

(p1,2,3,4,5,6,7>0.05) was examined. The multiple normality assumption was examined with 

the help of Scatter Plot Matrix, and it was determined that the multiple normality assumption 

was met. Providing the multiple normality assumption shows that the relationship between the 

variables is linear (Büyüköztürk, 2002). Additionally, it was determined that there were no 

extreme values in the data. After determining that the exploratory factor analysis assumptions 

were met, the KMO test and Bartlett Sphericity test were performed to determine whether the 

data were suitable for analysis. The KMO value of the data set was 0.909, and the Bartlett test 

of sphericity was significant (p<0.00). A KMO test value of 0.90 or above is considered 

excellent (Hutcheson & Sofroniou, 1999). The fact that the Bartlett Test of Sphericity result is 

statistically significant is another indication that the data set is suitable for exploratory factor 

analysis (Field, 2005). This shows that the data set is suitable for exploratory factor analysis. 

Exploratory factor analysis was conducted by taking the average of the scores given by the 

raters. As a result of exploratory factor analysis, it was found that the criteria were gathered 

under one factor, and the explained variance was 89.344%. Factor loadings of each criterion 

were 0.948, 0.945, 0.949, 0.954, 0.922, 0.942, and 0.957, respectively. Additionally, the 

Cronbach alpha reliability of the measurements was calculated and found to be 0.98. According 

to all these results, it can be said that the analytical rubric developed in this study provides valid 

and reliable results. 

2.4. Data Collection Process 

The study involved a two-stage data collection process. In the first stage, the analytical rubric 

to be used in writing skill evaluation was prepared and the rater group was informed about peer 

assessment, the writing task, and the rubric. In addition, sample applications were shared with 

the rater group. Ten compositions, selected from those written by the students, were distributed 

to the students for scoring. Students were given 10 minutes for each composition, 100 minutes 

in total, for scoring.  The students evaluated the compositions written by their peers, and pre-

test scores were obtained. In the second stage, the students received rater training two hours a 

week for a total of four weeks, totaling eight class hours, and then the students were asked to 

score their peers’ compositions once again, and post-test scores were obtained. 

2.5. Data Analysis 

In the study, ten compositions written by 25 students for a task were selected. These tasks were 

scored by 25 students according to seven criteria. The average of the scores given by 25 students 

to each criterion was used in the factor analysis. For the multi-facet Rasch model, the scores 

given by 25 students to 10 writing tasks were used. 

Analyses were performed using the FACET package program. Before proceeding with the 

analysis, the assumptions of the many-facet Rasch model, including unidimensionality, local 
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independence, and model-data fit, were examined (Eckes, 2011, p. 124; Farrokhi et al., 2012). 

As a result of exploratory factor analysis, it was seen that the measurement tool was 

unidimensional. Meeting the unidimensionality assumption also indicates that the local 

independence assumption is met (Hambleton et al., 1991). For model-data fit, the ratios of the 

standardized residuals in the ±2 and ±3 intervals were examined. Linacre (2014) stated that the 

proportion of standardized residuals outside the ±2 interval should not exceed 5%, and the 

proportion of standardized residuals outside the ±3 interval should not exceed 1%. In the study, 

the total number of interactions was 1750 (10 student * 7 criteria * 25 raters), the proportion of 

standardized residuals outside the ±2 interval was 4.29% (n=75), and the proportion of 

standardized residuals outside the ±3 interval was 0.74% (n=13). As such, it can be said that 

model-data fit is achieved, and the inferences to be made in line with the analysis results are 

valid. 

3. RESULTS 

The findings obtained in the study are presented under two separate subheadings. The results 

before rater training (pre-test) are reported under the first, and the results after rater training 

(post-test) are reported under the second subheading. Under both subheadings, group statistics 

are given first, followed by individual statistics on a student basis.  

3.1. Research Findings Before Rater Training (Pre-Test) 

The pre-test calibration map of peer scores, the rater facet measurement report, rater severity 

and leniency, and biased interactions measured before rater training within the scope of the 

study are given below.  

Figure 1. Calibration map of peer scores before rater training. 
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When the calibration map of peer scores before rater training in Figure 1 is examined, it is seen 

that the facets are on a logit scale. A high or low logit value has different implications depending 

on the relevant facet. In the student column, a high logit value at the top of the column indicates 

a high level of ability, whereas a low logit value at the bottom indicates a low level of ability. 

In the rater column, the raters with the highest logit values at the top of the column score 

leniently, while those with the lowest logit value at the bottom score severely. In the criterion 

column, a high logit value at the top of the column indicates a highly difficult criterion, whereas 

a low logit value at the bottom indicates low difficulty. To exemplify, when the calibration map 

is examined, it is seen that the student with the highest ability level in the pre-test is S1, and the 

students with the lowest ability levels are S2 and S8. The most lenient rater is R24, while the 

most severe rater is R12. It is also seen that C5 and C6 are the most difficult criteria, while C1 

is the easiest. The fact that the student, rater, and criteria facets take values along the negative 

and positive ends of the logit scale indicates that the students’ ability levels, the criteria 

difficulty levels, and rater rating behaviors are differentiated. The rater facet measurement 

reports for a detailed examination of rater behaviors are presented in Table 1. 

Table 1. Rater facet pre-test measurements measurement report. 

Rater Obsvd Average Fair Average Logit Model S.E. Infit Outfit 

R1 2.96 3.00  0.49 0.14 0.99 1.00 

R2 2.47 2.46 -0.12 0.13 0.82 0.79 

R3 2.06 2.01 -0.63 0.14 0.98 1.03 

R4 2.80 2.83  0.29 0.13 1.39 1.39 

R5 2.46 2.45 -0.13 0.13 1.31 1.27 

R6 2.14 2.10 -0.52 0.14 0.80 0.76 

R7 3.14 3.20  0.75 0.15 0.79 0.80 

R8 2.54 2.54 -0.03 0.13 1.30 1.28 

R9 3.07 3.13  0.65 0.14 0.95 1.01 

R10 2.14 2.10 -0.52 0.14 0.62 0.69 

R11 2.47 2.46 -0.12 0.13 1.23 1.21 

R12 1.11 1.10 -3.09 0.36 0.94 1.26 

R13 2.60 2.61  0.04 0.13 1.13 1.15 

R14 2.56 2.56 -0.01 0.13 0.91 0.89 

R15 2.51 2.51 -0.06 0.13 0.79 0.77 

R16 2.91 2.96  0.44 0.14 0.63 0.66 

R17 2.07 2.02 -0.62 0.14 1.10 1.11 

R18 3.00 3.05  0.55 0.14 1.11 1.09 

R19 2.39 2.37 -0.22 0.13 1.25 1.26 

R20 2.34 2.32 -0.27 0.13 0.99 1.02 

R21 3.14 3.20  0.75 0.15 0.82 0.87 

R22 3.13 3.19  0.73 0.14 0.85 0.94 

R23 2.66 2.67  0.11 0.13 0.83 0.84 

R24 3.96 3.96  3.86 0.58 0.94 0.71 

R25 1.24 1.21 -2.32 0.25 1.01 1.62 

Mean 2.56 2.56 0.00 0.17 0.98 1.02 

S (population) 0.58 0.61 1.17 0.10 0.20 0.24 

S (sample) 0.60 0.62 1.20 0.10 0.21 0.25 

Model, Population 
RMSE= 0.19     Adj S.D.= 1.16     Separation= 6.00 

Strata= 8.33     Reliability= 0.97 

Model, Sample 
RMSE= 0.19     Adj S.D.= 1.18     Separation= 6.12 

Strata= 8.50     Reliability = 0.96 

Model, Chi-square (fixed effect): 433.1   df= 24     p= 0.00 

Model, Chi-square (Normal): 21.3     df= 23     p=0.56 
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Table 1 shows the observed and adjusted means, logit values, standard error of logit values, 

concordance and non-concordance values of the raters before rater training. The logit measures 

of the raters ranged between -3.09 and 3.86, with a difference of 6.95. A positive value in the 

logit values of the raters indicates leniency, and a negative value indicates severity behavior. 

The average infit and outfit values of the raters are close to one. This shows that the model-data 

fit is good. 

It is seen that there are two different models of the rater facet population and sample. If the 

model includes all possible components of the facet, the "model population" should be 

interpreted according to the values in the "model sample" row (Linacre, 2014). Accordingly, 

the values in the "model sample" row were interpreted. It is seen that the discrimination rate 

(6.12) and reliability index (0.96) are high. The reliability index value calculated for the rater 

facet shows a reliable difference (Haiyang, 2010). This shows that raters exhibit differentiated 

severity/leniency behaviors. When Table 1 is examined, it is seen that there are fixed effects 

and normal Chi-square values for the rater facet. The "normal Chi-square" value should be used 

to examine whether the facet components represent a randomly selected sample from a 

normally distributed population, and the "fixed-effect Chi-square" value should be used to 

examine whether there is a difference between the facet components after allowing for 

measurement error (Linacre, 2014). Accordingly, the fixed-effect Chi-square value was used to 

examine whether there was a significant difference in terms of the raters’ severity and leniency 

behaviors. The Chi-square values of the rater facet before rater training were statistically 

significant  433.1 (24), p=0.00 < 0.01). This shows that the raters exhibited 

differentiated behaviors (severity/leniency). After having determined that the raters exhibited 

differentiated behaviors at the group level, individual student statistics were examined. While 

examining the raters’ behaviors on a student basis, the t value was used. After comparing the 

obtained t value with the critical t value in the t distribution table, its statistical significance was 

determined. t value was obtained by dividing the difference between the logit value of the rater 

and the logit mean of all raters by the standard error. The degrees of freedom for the 25 raters 

before rater training was 24. At a 0.05 level of significance for 24 degrees of freedom, t critical 

was found to be 2.064. The distribution of t values for pre-test scores is given in Figure 2. 

Figure 2. Distribution of t values for pre-test scores. 
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When Figure 2 is examined, it is seen that 16 (64.00%) of the 25 raters exhibited severity or 

leniency behavior before rater training. While nine of these raters (36.00%) displayed leniency 

behavior, seven of them (28.00%) displayed severity behavior. Rater and student interactions 

were examined to determine differentiated rater severity and leniency at the group level, rater 

bias in the rater group. Since the Chi-square statistic result of the rater group was significant 

535.2 (250), p= 0.00 < 0.01), it was determined that there was a group-level bias 

effect among the raters. After determining the bias effect at the group level, student-based 

statistical indicators were examined. In the many-facet Rasch model, a t value outside the ±2 

range indicates significance, that is, rater bias (Linacre, 2023, p. 190). Significant interactions 

for the pre-test are given in Table 2. 

Table 2. Pre-test significant rater-student interactions. 

Rater Student Observed Score Expected Score Bias (Logit) Standard Error 
 

R1 S8 11.00 16.44 -1.05 0.52 -2.02 

R2 S7 12.00 18.42 -1.12 0.48 -2.34 

R2 S9 25.00 18.67 1.32 0.59 2.25 

R4 S9 12.00 21.11 -1.56 0.48 -3.27 

R4 S5 10.00 17.00 -1.45 0.59 -2.44 

R4 S2 21.00 14.87 0.99 0.42 2.35 

R5 S4 12.00 19.81 -1.34 0.48 -2.81 

R5 S5 7.00 14.42 -2.86 1.42 -2.02 

R5 S7 24.00 18.31 1.07 0.52 2.08 

R6 S7 10.00 15.82 -1.26 0.59 -2.13 

R6 S3 24.00 17.98 1.12 0.52 2.18 

R6 S4 25.00 17.34 1.53 0.59 2.61 

R8 S6 12.00 17.80 -1.02 0.48 -2.14 

R8 S5 28.00 15.03 3.69 1.41 2.61 

R9 S3 20.00 24.17 -0.85 0.41 -2.09 

R10 S8 17.00 11.14 1.10 0.40 2.79 

R11 S9 26.00 18.67 1.73 0.71 2.44 

R11 S6 26.00 17.25 1.95 0.71 2.75 

R12 S5 9.00 7.45 1.51 0.72 2.10 

R13 S4 15.00 20.84 -0.94 0.41 -2.29 

R13 S5 9.00 15.45 -1.63 0.72 -2.26 

R13 S8 25.00 13.75 2.12 0.59 3.62 

R14 S7 27000 19.09 2.36 1.00 2.36 

R15 S4 28.00 20.23 2.86 1.41 2.03 

R17 S10 19.00 12.81 1.03 0.40 2.59 

R17 S9 25.00 15.49 1.82 0.59 3.11 

R18 S8 23.00 16.80 1.07 0.47 2.27 

R19 S10 7.00 14.99 -2.96 1.42 -2.08 

R19 S4 26.00 19.27 1.63 0.71 2.30 

R19 S6 23.00 16.58 1.10 0.47 2.34 

R19 S5 25.00 13.92 2.09 0.59 3.56 

R20 S2 17.00 11.96 0.90 0.40 2.29 

R21 S3 20.00 24.53 -0.95 0.41 -2.35 

R22 S7 18.00 23.14 -0.91 0.39 -2.31 

R22 S3 20.00 24.46 -0.93 0.41 -2.29 

R23 S9 28.00 20.08 2.88 1.41 2.04 

R24 S5 25.00 27.59 -2.00 0.59 -3.42 

R25 S2 14.00 7.69 2.46 0.42 5.81 

Chi-square = 535.2,  sd= 250,  p= 0.00 
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When Table 2 is analyzed, 38 out of 250 possible interactions between rater and student facets 

(15.20%) were found to be statistically significant. This indicates that the raters rated some 

students severely and some students leniently. 

3.2. Findings After Rater Training (Post-Test) 

The post-test calibration map of peer scores, the rater facet measurement report, rater severity 

and leniency, and biased interactions measured after rater training within the scope of the study 

are given below.  

Figure 3. Calibration map of peer scores after rater training. 

 

When the calibration map of peer scores after rater training in Figure 3 is examined, it is seen 

that the student with the highest ability level is S1, the student with the lowest ability level is 

S5, the most lenient rater is R21, the most severe raters are R13 and R17, the easiest criteria are 

C1 and C4, and the most difficult criteria are C5 and C6. 

The measurement reports of the rater facet for a detailed examination of post-test rater behaviors 

are given in Table 3. Table 3 shows the observed and adjusted means, logit values, standard 

error of logit values, concordance, and non-concordance values of the raters after rater training. 

A positive value in the logit values of the raters indicates leniency, while a negative value 

indicates severity behavior. The average of the infit and outfit values of the raters is 1.00. This 

shows that the model-data fit is good. The logit measures of the raters vary between -0.29 and 

0.36 and the difference is 0.65. The discrimination rate (0.54) and reliability (0.23) are low. The 

reliability value calculated for the rater facet shows a reliable difference (Haiyang, 2010). This 

shows that the raters have similar behaviors. After rater training, the fixed-effect Chi-square 

values of the rater facet were not statistically significant (  32.0(24), p=0.13>0.01). 

This is an indication that the raters do not have severity or leniency behavior at the group level. 

After determining that raters exhibited similar behaviors at the group level, individual statistics 

on a student basis were examined. The t value was used when examining the raters’ behaviors 

on a student basis. After comparing the obtained t value with the critical t value in the t 

distribution table, its statistical significance was determined. t value was obtained by dividing 

the difference between the logit value of the rater and the logit mean of all raters by the standard 
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error. The degree of freedom was 24 for the 25 raters after rater training. At a 0.05 level of 

significance for 24 degrees of freedom, t critical was found to be 2.064. The distribution of t-

values for the post-test scores is given in Figure 4. 

Table 3. Rater facet post-test measurements measurement report. 

Rater 
Observed 

Average 

Fair 

Average 
Logit Model S.E. Infit Outfit 

R1 2.63 2.63 0.00 0.14 1.07 1.06 

R2 2.61 2.62 -0.02 0.14 0.99 0.99 

R3 2.54 2.54 -0.11 0.14 1.15 1.16 

R4 2.53 2.53 -0.13 0.14 0.88 0.88 

R5 2.64 2.64 0.02 0.14 1.35 1.34 

R6 2.64 2.64 0.02 0.14 0.82 0.82 

R7 2.74 2.75 0.16 0.14 0.51 0.50 

R8 2.64 2.64 0.02 0.14 1.36 1.36 

R9 2.76 2.76 0.18 0.14 0.79 0.80 

R10 2.47 2.47 -0.21 0.14 0.72 0.73 

R11 2.60 2.60 -0.04 0.14 1.54 1.55 

R12 2.57 2.57 -0.07 0.14 0.92 0.92 

R13 2.43 2.43 -0.27 0.14 0.92 0.92 

R14 2.61 2.62 -0.02 0.14 1.12 1.11 

R15 2.70 2.70  0.10 0.14 0.74 0.74 

R16 2.57 2.57 -0.07 0.14 0.99 0.99 

R17 2.41 2.41 -0.29 0.14 1.04 1.04 

R18 2.76 2.76  0.18 0.14 0.68 0.68 

R19 2.47 2.47 -0.21 0.14 1.61 1.58 

R20 2.80 2.81 0.24 0.14 1.10 1.11 

R21 2.89 2.89 0.36 0.14 0.67 0.68 

R22 2.73 2.73 0.14 0.14 0.95 0.95 

R23 2.64 2.64 0.02 0.14 1.18 1.19 

R24 2.51 2.51 -0.15 0.14 1.22 1.21 

R25 2.71 2.72  0.12 0.14 0.61 0.62 

Mean 2.63 2.63 0.00 0.14 1.00 1.00 

S (population) 0.12 0.12 0.16 0.00 0.28 0.27 

S (sample) 0.12 0.12 0.16 0.00 0.28 0.28 

Model, Population 
RMSE= 0.14     Adj. S.D.= 0.08     Separation= 0.54 

Strata= 1.06      Reliability= 0.23 

Model, Sample 
RMSE= 0.14    Adj. S.D.= 0.08     Separation= 0.59 

Strata = 1.12     Reliability = 0.26 

Model, Chi-square (Fixed 

Effect): 32.0     df= 24     p= 0.13 

Model, Chi-square (Normal): 13.8     df= 23     p=0.93 
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Figure 4. Distribution of t values for post-test scores. 

 

Figure 4 shows that two of the 25 raters (8.00%) exhibited severity or leniency behavior after 

rater training. One of these raters (4.00%) exhibited leniency behavior, and the other (4.00%) 

exhibited severity behavior. 

The pre-test and post-test statistics of the raters were compared to examine whether there was 

a statistical difference between rater severity and leniency. For this purpose, t statistics, which 

are indicators of the strictness and generosity of the raters, were compared. Pre-test t statistics 

were compared to post-test t statistics as it is an indicator of rater severity/leniency. However, 

to better observe the impact of rater training, the pre-test t statistical value was differentiated 

from the raters’ post-test t statistics. The Mann-Whitney U test results for t statistics of pre-test 

and post-test data are given in Table 4. 

Table 4. Mann Whitney U test results of pre-test and post-test t statistics. 

Test N Mean Rank Sum of Ranks U p 

Pre-test 25 20.06 501.50 
176.50 0.008 

Post-test 25 30.94 773.50 

Total 50     

When Table 4 is examined, a statistically significant difference is seen in the raters’ pre-test 

and post-test severity and leniency behaviors (U=176.50; p=0.008<0.05), indicating a statistical 

difference in rater severity/leniency before and after rater training. It can also be said that this 

difference is in favor of the post-test when considering the decrease in rater effect after rater 

training. 

Rating and student interaction were studied to determine whether the rater had exclusive 

behavior at the group level. As a result of Chi-square statistics (  389.8 (250), p= 0.00 

< 0.01), it was determined that there was a significant group-level bias effect in the rater group. 

Student-based statistical indicators were studied after the group-level isolation effect was 

identified. In the many-facet Rasch model, t value outside the ±2 range indicates significance, 

punctuation (Linacre, 2023, p. 190). Post-test significant interactions are shown in Table 5. 
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Table 5. Post-test significant rater-student interactions 

Rater Student Observed Score Expected Score Bias (Logit) Standard Error 
 

R1 S10 12.00 19.35 -1.52 0.52 -2.95 

R1 S1 26.00 21.03 1.52 0.74 2.07 

R3 S1 14.00 20.47 -1.27 0.46 -2.73 

R3 S3 14.00 19.44 -1.06 0.46 -2.29 

R4 S10 27.00 18.64 2.74 1.02 2.68 

R5 S10 25.00 19.45 1.39 0.62 2.25 

R8 S3 14.00 20.13 -1.20 0.46 -2.58 

R8 S4 14.00 19.37 -1.05 0.46 -2.26 

R8 S9 25.00 18.84 1.51 0.62 2.44 

R8 S5 21.00 15.19 1.13 0.46 2.47 

R10 S1 26.00 19.99 1.74 0.74 2.35 

R11 S10 13.00 19.14 -1.23 0.49 -2.54 

R11 S9 25.00 18.54 1.57 0.62 2.53 

R12 S8 23.00 17.81 1.09 0.51 2.14 

R12 S3 27.00 19.63 2.54 1.02 2.49 

R13 S8 22.00 16.79 1.04 0.48 2.17 

R15 S7 13.00 18.05 -1.03 0.49 -2.11 

R15 S4 26.00 19.77 1.78 0.74 2.41 

R16 S5 10.00 14.71 -1.26 0.63 -2.01 

R16 S4 24.00 18.86 1.17 0.55 2.12 

R16 S3 25.00 19.63 1.36 0.62 2.19 

R18 S10 15.00 20.24 -1.01 0.45 -2.25 

R19 S6 8.00 17.26 -2.98 1.03 -2.90 

R19 S7 10.00 16.42 -1.60 0.63 -2.55 

R19 S10 28.00 18.23 3.53 1.43 2.47 

R19 S4 26.00 18.15 2.09 0.74 2.84 

R20 S3 14.00 21.18 -1.42 0.46 -3.05 

R20 S2 23.00 17.57 1.13 0.51 2.23 

R22 S2 10.00 17.05 -1.72 0.63 -2.74 

R22 S10 26.00 20.04 1.73 0.74 2.34 

R23 S10 13.00 19.45 -1.29 0.49 -2.66 

Chi-square= 389.8 sd= 250 p= 0.00 

When Table 5 is examined, it is seen that 31 of the possible 250 interactions (12.40%) between 

the rater and the student facets were statistically significant. This shows that the raters scored 

some students with severe scores while others with lenient scores. 

4. DISCUSSION and CONCLUSION 

This study was conducted to determine the effect of rater training, which is one of the methods 

used to determine and reduce or eliminate rater effect in peer assessment. The many-facet Rasch 

model was used to determine the rater effect in this study. Pre-test severity and leniency 

behaviors of the rater group were examined, and as a result, group-level severity and leniency 

behaviors were observed in the rater group. After the analysis of severity and leniency behaviors 

at the group level, individual statistics on a student basis were examined. While 16 (64%) of 

the 25 raters in the rater group were found to be severe or lenient, nine (36.00%) of them were 

found to have leniency behavior and seven (28.00%) to have severity behavior. Pre-test 

differentiated rater severity and leniency behaviors at the group level were also included. After 

the analysis of group-level statistics, the student-level statistics were analyzed. As a result of 
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the analysis, 38 (15.20%) of the 250 possible interactions between student and rater facets were 

found to be statistically significant. While 16 of the significant interactions were differentiated 

rater severity, 22 of them were differentiated rater leniency. These findings are consistent with 

the studies conducted by Esfandiari and Myford (2013); Farrokhi et al. (2012), Engelhard 

(1994), Farrokhi and Esfandiari (2011), Karakaya (2015), Şata et al. (2020). 

When the post-test severity and leniency of the rater group were examined, it was observed that 

there was no severity or leniency behavior at the group level. After the analysis of group-level 

statistics, student-level statistics were analyzed. As a result of the analysis, it was found that 

two (8.00%) of the 25 raters had severity or leniency behavior: one (4.00%) had rater leniency 

behavior, and one (4.00%) had rater severity behavior. This may indicate that the two raters 

may have similar behavior to the pretest. 

In addition, a statistically significant difference was found between the raters’ pre-test and post-

test rater severity and leniency behaviors. This is an indication that rater training was effective 

in reducing the severity and leniency behaviors of the raters. It was observed that differentiated 

rater severity and leniency behaviors at the group level continued after rater training. However, 

only 31 (12.40%) of the 250 possible interactions between the student and rater facets after rater 

training were found to be statistically significant. While 14 of the significant interactions were 

differentiated rater severity, 17 were differentiated rater leniency. 

Although a decrease in rater effect could be observed after rater training, it did not disappear 

completely. Many studies investigating the effect of rater training on rater behavior in peer 

assessment report that rater effect will not change even with feedback or that it will reduce rater 

behaviors to a certain extent (Berg, 1999; Elder et al., 2005; Knoch, 2011; Knoch et al., 2007; 

Loignon et al., 2017; Lumley & McNamara, 1995; Lunt et al., 1994; O’Sullivan & Rignall, 

2007; Patri, 2002; Wigglesworth, 1993). These studies support the results of this research. 

The study sought to explain the possible reasons why rater behaviors did not disappear 

completely. There are several ways of reducing differential rating inclination and leniency 

behavior. The first of these methods is to give feedback and rigorous training to the rater. In the 

study, students did not receive any feedback after rating. Immediate feedback after rating could 

help raters be more objective when evaluating peers. Knoch (2011) also noted that it would be 

useful for feedback to raters to be long-term. The lack of feedback in this study may be a cause 

of bias. There is no standard period in the literature for how long rater training should be given. 

In this study, students received a total of eight hours of rater training. Giving rater training for 

an extended period of time may increase the effectiveness of rater training. During rater 

training, students were given two samples for each criterion. Increasing the number of samples 

can help students better internalize the criteria. Students (25 students) had limited time to 

evaluate their peers. This may have caused the raters to misrate some criteria. If the students 

had had enough time, their scores could have been more objective. Another way could be one-

on-one teaching without rater training (Saito, 2008). 

The examples used in teaching can make it easier to internalize criteria. The lack of feedback 

to students and the limited number of samples may have decreased the effect of rater training 

on rater behavior. Moreover, the task selected for the purpose of this study was persuasive 

writing. The fact that this type of writing is not included in the Turkish course curriculum may 

be the reason why rater behaviors have not disappeared. 
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