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Abstract 

This study aims to investigate the effect of content balancing, which involves equal and different weighting of 

content areas in dichotomous items in computerized adaptive testing (CAT), on measurement precision under 

different measurement conditions. Conducted as a simulation study, small sample sizes were set at 250, while large 

sample sizes comprised 500 individuals. The ability parameters of the individuals forming the sample were 

generated to display a normal distribution within the range of -3 to +3 for each sample. Using the three-parameter 

logistic (3PL) item response model, a pool of 750 items spanning five different content areas was developed for 

dichotomous items. The study considered different sample sizes, ability estimation methods (Maximum Likelihood 

Estimation and Expected A Posteriori), and termination rules (20 items, 60 items, and SE≤.30) as significant 

factors in the CAT algorithm for examining the effect of content balancing. For each CAT application, 

measurement precision was assessed by calculating the root mean square error (RMSE), bias, and fidelity 

coefficients, and these were analyzed comparatively. The results showed that bias values were close to zero under 

all conditions. RMSE values were lowest when the test was terminated at 60 items across all conditions, while 

standard error termination rules and situations where the test terminated at 20 items produced similar values. 

Considering all conditions, the highest fidelity coefficient was observed when the test terminated at 60 items. The 

fidelity coefficient did not vary significantly with other variables. Implementing content balancing in conditions 

using different ability estimation methods increased the average number of items by approximately one item. 

While the average number of items in the test slightly increased with content balancing, measurement precision 

was maintained. Overall, the maximum item exposure rate decreased with content balancing when content areas 

were weighted equally, whereas it increased when they were weighted disproportionately. 

 

Keywords: computerized adaptive testing, content balancing, measurement precision. 

 
 

 

Introduction 
 

Examinations used in education have traditionally focused on paper and pencil tests and performance 

assessments. Since the late 1980s, with the widespread adoption of personal computers in education, 

these examinations have rapidly expanded into formats suitable for computer delivery (Şenel, 2021; Van 

der Linden & Glas, 2002). Computerized adaptive tests (CATs) utilise an algorithmic approach to 

administer test items. Specifically, the items selected and administered are tailored to the estimated 

ability level of the examinee during the testing process, with the estimated ability continually updated 

after each item is administered. Therefore, CAT is an adaptable test at the item level and can be of fixed 

or variable length. Ability estimation is used not only to represent an examinee's level of ability but also 

to determine the selection of subsequent items from the available item pool. CATs can be considerably 

more useful and efficient than traditional linear tests, which has led to their widespread use in recent 

years (Cheng & Chang, 2007; Kalender, 2009). Several advantages of CATs over traditional linear tests 

have been demonstrated, including increased flexibility in test administration, elimination of the need 

for answer sheets and trained test administrators, enhanced test security, and the ability to provide 

accurate measurements across a wide range of ability levels (Rudner, 1998; Tian et al., 2007). 
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The mathematical model used for CAT applications is based on Item Response Theory (IRT). 

IRT methodologies are employed in various CAT processes and focus on improving the accuracy and 

efficiency of ability estimation. IRT-based CAT applications typically contain fewer items than 

traditional paper and pencil measurements (Embretson & Reise, 2000). The CAT process requires a 

calibrated item pool and is implemented in four consecutive steps (Thompson & Weiss, 2019): 

1. The initial step involves selecting one or several items to start the CAT. 

2. The testing step, where items are selected iteratively and optimally, is administered, and ability 

estimation is performed after each item administration. 

3. The termination step defines rules for stopping the adaptive item administration. 

4. The final step involves final ability estimation and reporting. 

The initial step involves selecting the first item(s) to be administered in the CAT. A commonly 

used starting rule is the selection of an item that corresponds to the average ability level of the examinee 

group (theta=0). If no information is available about the examinees' ability levels at the start, this method 

is considered appropriate. An alternative entry rule could be the selection of an item of medium difficulty 

(-0.5<b<0.5) at the start. After administering the initial item, the cycle of ability estimation and item 

administration continues until the testing process concludes. Various estimation methods are available 

for ability estimation. The most commonly used methods include Maximum Likelihood Estimation 

(MLE), Maximum A Posteriori (MAP), and Expected A Posteriori (EAP). When item parameters are 

known, ability parameters can be simply estimated using the maximum likelihood estimation method. 

This method has several advantages, including consistency and asymptotic normality. For the MLE 

estimation method to be applicable, the response pattern must contain at least one correct and one 

incorrect answer. In cases where all items are answered correctly or all are answered incorrectly, the use 

of the MLE estimation method is not appropriate. In such cases, Bayes-based ability estimation methods, 

such as EAP or MAP, can be used to overcome this problem. Bayes-based estimation methods have 

smaller standard errors compared to MLE but require prior knowledge of the individual's ability. The 

choice of which ability estimation method to use should be made considering all components of the 

CAT application (Hambleton & Swaminathan, 1985). In the testing step, a hybrid rule that starts with 

one estimation method and then switches to another after a certain number of items or under certain 

conditions can also be preferred (Magis et al., 2017). Item selection is a critical component of CAT 

applications. After determining that test items are appropriate based on the content characteristics in the 

content balancing component of the CAT algorithm, these items are considered for selection as the next 

item to be administered. A comprehensive range of item selection methods has been developed in the 

testing measurement field, yet very few of these methods are employed in actual CAT applications (Han, 

2018). One of the best-known and oldest item selection methods is the Maximum Fisher Information 

(MFI) method. This method involves selecting an item that has the MFI at a certain θ based on the test 

items previously administered to the examinee. 

Test developers have found that the choice of termination rule is largely dependent on the test 

purpose, item pool characteristics, and operational constraints (Segall, 2005). The termination rule 

defines parameters for stopping the adaptive item administration. In general, four main termination rules 

are identified: (a) length criterion, (b) precision criterion, (c) classification criterion, and (d) information 

criterion (Van der Linden & Glas, 2002).  

Validity is one of the most crucial characteristics sought in tests used in education and 

psychology. Validity refers to "the degree to which evidence and theory support the interpretations of 

test scores for proposed uses of tests" (AERA, APA & NCME, 2014). The constructs measured in 

educational tests are combinations of different subject and content areas. Ensuring the content validity 

of a test, representing these subjects and content areas adequately within the test is possible. Depending 

on the test requirements, item selection in CAT applications must meet the requirements of the defined 

scope to have a balanced content representation; that is, the CAT application must balance items from 

each subject area according to predetermined percentages. In individualised tests, different items are 

administered to examinees, but the same item distribution according to the content area should be 

provided to each. To obtain valid measurements, there must be a balance between the measured content 

areas or subject areas. Several content balancing methods have been developed to ensure that CAT 

maintains the desired distribution of content areas throughout the test. Among the most widely used 
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methods are the Constrained Computerized Adaptive Testing (CCAT), the Modified Multinomial Model 

(MMM), and the Modified CCAT (MCCAT). 

The CCAT method, proposed by Kingsbury and Zara (1989),  is a straightforward and 

understandable two-stage content balancing control mechanism. The content balancing algorithm selects 

the most suitable item from a content area with the current item usage frequency rate below the targeted 

application percentage. The selection of the most suitable item is limited by the item usage frequency 

rate and content area determined to be below the target percentage for the test. Content areas can be 

weighted equally or differently according to the structure of the respective course. In this method, at 

each step of the CAT process, experimental percentage rates for each category are calculated. 

Subsequently, the category with the greatest difference between the theoretical and experimental values 

is identified, and the next item is selected from this subgroup before returning to the first step. Based on 

this method, any desired content distribution can be met if the number of items in each content area in 

the item pool is sufficiently large to construct the target test. The MMM, as described by Chen and 

Ankenmann (2004), begins by constructing a cumulative distribution based on the target exposure rates 

of all content areas. A random number from a uniform distribution is used to select the next content 

area. When a content area reaches its target percentage, a new multinomial distribution is created using 

the remaining content areas. This method avoids the highly predictable sequence of content areas seen 

in the CCAT and ensures that target percentages are met exactly. The MCCAT method, proposed by 

Leung et al. (2000), modifies the original CCAT by selecting items from any unfulfilled content area 

rather than the one furthest below its target. This approach helps avoid potential undesirable order effects 

of the CCAT, ensuring a more balanced and less predictable item selection process. 

Decisions made based on the measurement results obtained from CAT applications have 

significant impacts on all educational stakeholders. Therefore, it is crucial to make valid and reliable 

estimations with CAT applications. The lack of content comparability can pose a threat to the content 

validity of scores. Whether or not to balance the content of items administered to examinees is one of 

the fundamental issues to be addressed when developing a CAT application. 

Previous studies have extensively explored various aspects of content balancing in CAT.  Cheng and 

Chang (2007) investigated a two-phase item selection procedure that adapts to content requirements 

while optimizing item selection, highlighting the impact of flexible content balancing on measurement 

precision and efficiency. Leung et al. (2000) introduced the MCCAT method, which eliminates the 

predictability of content sequencing while maintaining balance. In subsequent studies, Leung et al. 

(2003a, 2003b) examined the multistage a-stratified design (ASTR) combined with content balancing 

methods like MCCAT and the MMM, demonstrating the effectiveness of these methods in reducing 

item-overlap rates and enhancing item pool utilization without compromising measurement accuracy. 

Furthermore, Özdemir and Gelbal (2015) and Sari and Manley (2017) explored the practical applications 

of content balancing in educational settings, emphasizing its role in maintaining test reliability and 

validity. Demir (2019) analyzed the effects of content balancing on the precision and fairness of CAT 

applications, providing insights into the psychometric properties affected by different balancing 

algorithms. Şahin and Özbaşı (2017) reviewed various content balancing methods, offering a 

comprehensive overview of the current state of research and practical implications. Additionally, Song 

(2010) focused on the implementation challenges and solutions for content balancing in large-scale 

adaptive testing programs, while Yasuda and Hull (2021) demonstrated the application of content 

balancing in the development of CAT-based versions of specific inventories, showing that it can be 

implemented without compromising accuracy. However, these aforementioned studies often focused on 

specific methods or conditions, leaving a gap in understanding the comprehensive effects of content 

balancing across diverse testing scenarios. 

Our study addresses this gap by conducting a detailed simulation analysis of content balancing's 

impact on measurement precision under varying conditions, including different termination rules, 

sample sizes, and ability estimation methods. This study seeks to answer the following questions: 

1. In computerized adaptive testing applications, when content balancing is not performed; how do 

measurement precision and ability estimations change according to  

• Termination rules (20 items, 60 items, SE≤.30), 

• Sample sizes (N=250, N=500), 
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• Ability estimation methods (MLE, EAP)? 

2.  In computerized adaptive testing applications, when content areas are weighted equally for content 

balancing; how do measurement precision and ability estimations change according to  

• Termination rules (20 items, 60 items, SE≤.30), 

• Sample sizes (N=250, N=500), 

• Ability estimation methods (MLE, EAP)? 

3.  In computerized adaptive testing applications, when content areas are weighted disproportionately 

for content balancing; how do measurement precision and ability estimations change according to  

• Termination rules (20 items, 60 items, SE≤.30), 

• Sample sizes (N=250, N=500), 

• Ability estimation methods (MLE, EAP)? 

 

Methods 

Research Model 

This study aims to examine how content balancing in CAT applications with dichotomous items affects 

measurement precision under different conditions. The nature of this research is descriptive and 

simulative. 

 

Data Generation 

Participants for the CAT application were simulated using the R Studio program by the researcher (R 

Core Team, 2013). Initially, ability parameter values (true θ) for individuals were obtained, followed by 

item parameter values. Samples of two different sizes, 250 and 500 individuals, were created. The ability 

parameters of the individuals taking the test were generated to display a normal distribution θ~N(0, 1) 

within the range of -3 to +3 for each sample size condition. 

The item pool for the CAT applications was created according to the 3PLM using the R Studio program. 

The item parameters were determined by the researcher to follow a uniform distribution. Feinberg and 

Rubright (2016) noted that item parameters are often simulated to follow a uniform distribution when 

using the three-parameter logistic model. For content balancing, item pools consisting of 750 items from 

five different content areas were created, weighted equally and disproportionately, using the 3PLM. In 

the item pool where content areas were weighted equally, each content area consisted of 150 items. In 

the item pool where content areas were weighted disproportionately, the different content areas 

contained 50, 50, 150, 250, and 250 items, respectively. 

CAT applications yield better results when the items in the item pool have a sufficient number and a 

uniform distribution that caters to different ability levels and when the items are highly discriminative 

(DeMars, 2010; Flaugher, 2000). Therefore, item discrimination parameters “a” (ranging from 0.5 to 2), 

item difficulty parameters “b” (ranging from -3 to 3) and guessing parameters “c” (.05 to .2) were 

generated to follow a uniform distribution (Ree & Jensen, 1983; Thompson, 2009). 

 

CAT Conditions 

When no prior information about an individual's ability is available, assuming an average ability level 

is the most appropriate estimate. Starting the CAT application with an item of average difficulty level 

will be more psychometrically effective (Mills & Stocking, 1996). Therefore, the method within the 

range -.50<b<.50 was used as the test initiation rule for the simulative CAT application. 

One of the best-known and oldest item selection methods, Maximum Fisher Information (MFI), involves 

selecting and administering an item that has the maximum Fisher information at a certain condition 

based on the test items previously administered (Han, 2018; Kalender, 2009). The MFI item selection 

method was chosen as a fixed condition in the simulation study. In the literature, there are various ability 

estimation methods based on dichotomous items and unidimensional IRT. The most frequently used 

among these methods are the MLE method and the Bayesian estimation method EAP (Chen et al., 1998; 

Segall, 2005). These two methods were considered as conditions for ability estimation in the current 

study. Fixed-length (20 and 60 items) and ability level's standard error (SE≤.30) rules were determined 

as conditions for test termination. To observe the performance of content balancing in short and long 

tests and to ensure adequate representation of all content areas, fixed test lengths of 20 and 60 items 
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have been chosen. Among the methods proposed for content balancing while maintaining test efficiency, 

the most frequently used, simple, and understandable method is the CCAT method (Kingsbury & Zara, 

1989). In the current simulation study, the CCAT method available in the “catR” package used for data 

analysis was employed as the content balancing method, leaving other content balancing methods 

outside the scope of this study. No item exposure rate control was conducted in the CAT application. 

The CAT conditions determined within the scope of the study are provided in Table 1. 

 

Table 1 

Conditions for the Computerized Adaptive Testing Application 

 

 

In the study, a total of 36 simulation conditions were examined, encompassing 3 termination rules, 2 

sample sizes, 2 ability estimation methods, and 3 content balancing scenarios. 

 

Data Analysis 

 

In the scope of the research, measurement precision for each condition was evaluated using fidelity 

coefficient, RMSE (Root Mean Squared Error), and bias values. For most IRT studies, Harwell et al. 

(1996) recommended at least 25 replications to reduce sample bias and obtain stable and highly reliable 

results, but they also noted that in some studies this number may be much higher. These values were 

calculated separately for each of the 50 replications and then averaged. 

The fidelity coefficient was assessed by calculating the correlation between the true θ levels, which were 

simulated at the start for individuals, and the θ levels estimated in each research condition and 

replication. The average correlation of the estimated θ values for each participant was obtained by 

averaging these correlations. The Pearson’s correlation coefficient was used to calculate the fidelity 

coefficient, which is computed using the following formula: 

 

𝑟 =
cov(𝜃, 𝜃)

𝑠𝑠(𝜃)𝑠𝑠(𝜃)
 

  

CAT Components Conditions Number of Conditions 

Termination Rule 
20 items 

3 60 items 

SE≤.30 

Sample Size 

 

250   

2 
500  

Ability Estimation Method 
MLE 

EAP 
2 

Test Initiation Rule -.50<b<.50 1 

Item Selection Method 

 

1 MFI 

 

Item Exposure Control None 1 

Content Balancing 

None 

Equally Weighted Contents 

Differentially Weighted Contents 

3 
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RMSE, the square root of the average of the squared differences between the estimated parameter value 

for each item in each replication and the true parameter value, is one of the most commonly used 

measures to evaluate the accuracy of estimates. It shows how far the estimates deviate from the true 

values using the Euclidean distance. Bias, indicating the systematic error related to the estimate, is equal 

to the difference between the average of the estimated parameter values for each item in each replication 

and the true parameter value, and is another measure indicating the precision of measurement. RMSE 

and bias values are calculated using the following equations (Zheng & Chang, 2014): 

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝜃𝑖 − 𝜃𝑖)

2
𝑛

𝑖=1

 

 

 

𝐵𝑖𝑎𝑠 =
1

𝑛
∑(𝜃𝑖 − 𝜃𝑖)

𝑛

𝑖=1

 

In the equations, n represents the number of individuals, θi represents the individual's true ability level, 

and θi represents the estimated ability level of the individual. A high fidelity coefficient and low values 

of bias and RMSE indicate that there is no difference between the true ability level and the estimated 

ability level. The average test length in conditions where the termination criterion was set as SE≤.30 has 

also been examined. 

To provide insights into test security, the maximum item exposure rates (rmax) for each condition were 

also examined. 

 

Results 

In this study, the RMSE, bias, and fit values calculated as indicators of measurement precision under 

36 different conditions, along with the average test length in conditions where SE≤.30, are provided in 

Table 2. 
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Tablo 2 

The Impact of Content Balancing on Measurement Precision Under Different Measurement Conditions in Computerized Individualised Testing Applications  
               

Sample Size 

Ability 

Estimation 

Method 

Termination Rule 

Content Balancing 

 None Equally Weighted Differentially Weighted 

RMSE Bias Correlation  

Average 

Number of 

Items 

RMSE Bias Correlation 

Average 

Number of 

Items 

RMSE Bias Correlation 

Average 

Number of 

Items 

250 EAP 20 items 0.1900 0.0368 0.9830 - 0.1935 0.0322 0.9821 - 0.1954 0.0408 0.9795  

250 EAP 60  items 0.1282 0.0463 0.9931 - 0.1283 0.0462 0.9930 - 0.1270 0.0470 0.9922  

250 EAP SE≤0.30 0.2025 0.0346 0.9805 17.40 0.2028 0.0299 0.9802 18.00 0.2020 0.0386 0.9778 17.97 

250 MLE 20  items 0.2044 0.0357 0.9806 - 0.2135 0.0394 0.9791 - 0.2121 0.0486 0.9776  

250 MLE 60  items 0.1327 0.0453 0.9927 - 0.1349 0.0463 0.9925 - 0.1327 0.0494 0.9919  

250 MLE SE≤0.30 0.2045 0.0348 0.9804 19.01 0.2070 0.0407 0.9801 19.73 0.2066 0.0453 0.9785 19.60 

500 EAP 20  items 0.1868 0.0313 0.9821 - 0.1928 0.0325 0.9825 - 0.1962 0.0392 0.9797  

500 EAP 60  items 0.1255 0.0459 0.9929 - 0.1281 0.0453 0.9931 - 0.1287 0.0486 0.9923  

500 EAP SE≤0.30 0.1968 0.0289 0.9799 17.32 0.2021 0.0314 0.9807 18.02 0.2011 0.0343 0.9783 18.14 

500 MLE 20  items 0.2068 0.0385 0.9805 - 0.2132 0.0416 0.9796 - 0.2126 0.0503 0.9780  

500 MLE 60  items 0.1315 0.0465 0.9929 - 0.1329 0.0474 0.9928 - 0.1344 0.0537 0.9921  

500 MLE SE≤0.30 0.2067 0.0374 0.9804 18.94 0.2097 0.0390 0.9800 19.67 0.2082 0.0464 0.9785 19.75 
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For different sample sizes, the estimated ability levels obtained by applying two different ability 

estimation methods were compared with the individuals' true ability levels in terms of RMSE and bias 

values. 

When it comes to Table 2, bias values were close to zero in all conditions. The highest bias values (0.05) 

for both sample sizes were obtained when 60 items were used as the test termination rule in the EAP 

ability estimation method. When the test was terminated at 20 items and with the standard error 

termination rule, bias values (0.03) were found to be quite close to each other. Similarly, in the MLE 

ability estimation method, the highest bias value (0.05) for both sample sizes was obtained when 60 

items were used as the test termination rule, both when content balancing was not performed and when 

content areas were equally weighted. When content balancing was performed with differentially 

weighted content areas, all bias values were relatively high (0.05) compared to other conditions. When 

the test was terminated at 20 items and with the standard error termination rule, bias values (0.04) were 

found to be quite close to each other. Generally, bias values were slightly higher in the MLE estimation 

method compared to the EAP method. Content balancing with equally weighted content areas did not 

affect bias values in both estimation methods when all conditions were considered together. 

Additionally, it was observed that bias values slightly increased in conditions of content balancing with 

differentially weighted content areas. 

RMSE values were lowest when the test terminated at 60 items across all conditions, while they were 

similar for the standard error termination rule and when the test terminated at 20 items. Using the EAP 

ability estimation method, the lowest RMSE value (0.13) for both sample sizes was obtained when the 

test terminated at 60 items. When the test terminated at 20 items (0.19) and with the standard error 

termination rule (0.20), RMSE values were quite close to each other. Content balancing with equally 

and differentially weighted contents did not cause a significant change in RMSE values. Similarly, when 

using the MLE ability estimation method, the lowest RMSE value (0.13) was obtained when the test 

terminated at 60 items. When the test terminated at 20 items and with the standard error termination 

rule, RMSE values (0.21) were quite close to each other. Generally, RMSE values were slightly higher 

in the MLE estimation method compared to the EAP method. In conditions using the EAP ability 

estimation method, it was observed that RMSE values slightly decreased in larger samples when content 

balancing was not performed, while values were very close to each other when content balancing was 

performed. In conditions using the MLE ability estimation method, RMSE values were quite close to 

each other in small and large samples, whether content balancing was performed or not, and regardless 

of whether content areas were equally or differentially weighted (Table 2). 

Correlations (r) between true and estimated ability levels were examined separately for two different 

sample sizes, three different termination rules, and content ratios used in content balancing, using 

different ability estimation methods. Accordingly, the highest correlation (r=0.99) between true and 

estimated ability levels for both sample sizes was obtained when the test terminated at 60 items, using 

both the EAP and MLE ability estimation methods. The fidelity coefficients obtained when the test was 

terminated at 20 items and with the standard error termination rule (SE≤.30) were quite close to each 

other. Content balancing did not affect the fidelity coefficients. It was observed that fidelity coefficients 

were slightly lower in conditions with differentially weighted contents compared to equally weighted 

content balancing (Table 2). 

The effectiveness of whether content balancing was performed or not was also compared in terms of 

average number of items used in two different ability estimation methods. When the standard error 

termination rule (SE≤.30) was applied, the lowest average number of items (17.32) was obtained in 

conditions where the EAP ability estimation was used and content balancing was not performed. The 

average number of items was quite close across different sample sizes. The highest average number of 
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items was (19.75) in conditions where the MLE ability estimation was used and content balancing was 

performed with differentially weighted content areas. The average number of items was quite close 

across different sample sizes. Sample size did not affect the average number of items in either ability 

estimation method. Content balancing, in conditions with equally and differentially weighted content 

areas, increased the average number of items by approximately one item in conditions using both the 

EAP and MLE ability estimation methods. 

The impact of content balancing on test security was also compared in terms of maximum item exposure 

(rmax) rates. The maximum item exposure rates obtained under 36 different conditions considered in the 

study are provided in Table 3. 

 

Table 3 

 Maximum Item Exposure Rates (rmax) Under Different Conditions in Computerized Adaptive 

Testing Applications 

            

Sample Size 
Ability Estimation 

Method 
Termination Rule 

Content Balancing 

None 
Equally 

weighted 

Differently 

weighted 

250 EAP 20 items 0.5835 0.5593 0.6222   

250 EAP 60 items 0.6767 0.6718 0.7006  

250 EAP SE≤0.30 0.5766 0.5428 0.5789   

250 MLE 20 items 0.5580 0.5200 0.5521 

250 MLE 60 items 0.6598 0.6526 0.6782 

250 MLE SE≤0.30 0.5522 0.5190 0.5382 

500 EAP 20 items 0.5783 0.5349 0.6628 

500 EAP 60 items 0.6704 0.6347 0.7311 

500 EAP SE≤0.30 0.5672 0.5225 0.6164 

500 MLE 20 items 0.5370 0.5156  0.5727    

500 MLE 60 items 0.6414 0.6326 0.6987 

500 MLE SE≤0.30 0.5334 0.5076 0.5696 

 
In the small sample size, both the EAP and MLE ability estimation methods have shown that applying 

the termination at 20 items and the standard error termination rule (SE≤.30) reduced the maximum item 

exposure rate when content areas were equally weighted in content balancing. However, in the 

termination rule of stopping the test at 60 items, the rates are quite close to each other. In conditions 

where content balancing was done with differentially weighted content areas, the maximum item 

exposure rates increased with the EAP ability estimation method, whereas a decrease in this rate was 

observed when the MLE estimation method was used with the termination at 20 items and the standard 

error termination rule (SE≤.30). 

In the large sample size, for both ability estimation methods, the maximum item exposure rates 

decreased in all conditions when content balancing was done with equally weighted content areas. In 

the case of content balancing with differentially weighted content areas, these rates increased in all 

conditions. Considering all conditions, the lowest item exposure rate (0.51) was observed in the large 

sample using the MLE estimation method with the standard error termination rule applied and when 

content areas were equally weighted in content balancing. The highest item exposure rate (0.73) was 

observed in the large sample using the EAP estimation method with the test termination rule at 60 items 

and when content balancing was done with differentially weighted content areas. 
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Discussion 

 

Considering all findings obtained from the study, it has been observed that bias values, one of the 

indicators of measurement precision, slightly increase when content balancing involves differentially 

weighting content areas compared to other conditions. Generally, bias values were found to be lower in 

the EAP estimation method than in the MLE method. The RMSE value was not affected by whether 

content balancing was performed with equally or differentially weighted content areas when using the 

MLE estimation method. Without content balancing, RMSE values were quite close to each other in 

both small and large samples, regardless of whether content areas were equally or differentially 

weighted. Additionally, in conditions using the EAP estimation method, a slight decrease in RMSE 

values in larger samples was observed when no content balancing was performed. Generally, RMSE 

values were found to be slightly higher in the MLE method compared to the EAP method. An increase 

in the number of items reduced both RMSE and bias values, and the standard error termination rule and 

the termination at 20 items rules provided similar results. Regardless of sample size and ability 

estimation method, the highest correlation between true and estimated ability levels was obtained when 

the test terminated at 60 items. The selection of a 60-item test length in our study is supported by similar 

research and offers several advantages. Kingsbury et al. (2009) demonstrated that a 60-item exam allows 

for comprehensive content coverage and reliable, valid scores, equivalent to traditional tests of twice 

the length. Moreover, Sarı (2019) showed that longer tests mitigate adverse effects related to test security 

and reliability. Therefore, the 60-item length ensures adequate content representation and maintains high 

test reliability and validity, aligning with our study's goals. When content areas were differentially 

weighted, fidelity coefficients were found to be relatively lower compared to equal weighting. In both 

ability estimation methods, an increase in test length of about one item was observed when the standard 

error termination rule was applied. From this, it can be said that the increase in test length when content 

balancing is performed does not reduce test reliability to a significant extent. In all conditions, content 

balancing with equally weighted content areas reduced the maximum item exposure rates. Moreover, in 

the small sample, except for conditions where the test was terminated at 20 items and according to the 

SE<0.30 rule with the MLE method, content balancing with differentially weighted content areas 

increased the maximum item exposure rates. It can be said that content balancing conditions with equally 

weighted content areas perform better in terms of test security. 

In synthesizing the outcomes of this study with those from related research, it's evident that the field of 

CAT is actively exploring the balance between measurement precision and content diversity. This study, 

alongside those by Leung et al.(2003b), Yasuda and Hull (2021), Yi and Chang (2010), and Zheng et 

al. (2013) collectively underscores the nuanced yet critical importance of content balancing in enhancing 

CAT's efficiency and accuracy without compromising item pool security and utilization. This study 

contributes to this body of knowledge by demonstrating that content balancing, while slightly increasing 

test length, does not detrimentally impact measurement precision. This finding aligns with Leung et al.'s 

(2003b) observation that certain item selection methods, notably the b-blocking method and MMM, 

optimize item pool utilization and minimize item overlap, suggesting that a thoughtful integration of 

stratification strategies and content balancing methods can achieve optimal outcomes in CAT 

applications. Moreover, the outcomes from Zheng et al. (2013) and Yasuda and Hull (2021) further 

reinforce the potential of content balancing strategies, such as the MMM, to effectively manage item 

exposure rates while maintaining test precision. This is particularly relevant in contexts requiring strict 

content specifications, where balancing can mitigate the risk of item overexposure without sacrificing 

measurement accuracy. Yi and Chang's (2010) introduction of a content-blocking method offers an 

innovative approach to item pool stratification, achieving balanced item usage and maintaining 

precision, which echoes this study's emphasis on the feasibility of content balancing in practical CAT 

designs. The collective findings suggest that while methodologies and focus areas may vary, the 

overarching goal remains consistent: refining CAT strategies to preserve the integrity of the testing 

process, optimize item pool usage, and ensure accurate and efficient measurement of abilities. 

Comparing the outcomes of various studies on CAT, we observe diverse approaches and impacts of 

content balancing on measurement precision. Leung et al. (2003b) highlight how specific item selection 

methods like b-blocking method to multiple stratification and MMM optimize item pool utilization 

without affecting measurement accuracy, contrasting with our study's emphasis on the slight increase in 
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test length due to content balancing. Zheng et al. (2013) and Yasuda and Hull (2021) focus on content 

balancing's effect on specific domains or inventories, showcasing its variable impact on measurement 

precision. Yi and Chang's (2010) content-blocking method presents a novel approach, differing from 

traditional strategies by enhancing item pool usage efficiently. These differences underline the 

complexity of optimizing CAT, suggesting that the choice of content balancing strategy should be 

tailored to specific testing requirements and goals. 

This study examined the effect of content balancing on measurement precision in dichotomous items 

under different measurement conditions in CAT applications. Control of item exposure rate, which holds 

significant importance in the CAT algorithm, was beyond the scope of this study. Future research could 

examine the impact of content balancing on measurement precision with control of item exposure rate. 

Similarly, the effect of content balancing when using different item selection methods could be explored. 

In the current study, the CCAT method was used as the content balancing method. Future studies could 

compare the performance of other content balancing methods on measurement precision using different 

packages or software. 
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