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Abstract 

Employee turnover is a critical challenge for organizations, leading to significant costs and disruptions. This study aims to leverage 

Machine Learning (ML) techniques within the framework of Human Resources Analytics (HRA) to predict employee turnover 

effectively. The research evaluates and compares the performance of six widely used models: Decision Trees, Support Vector Machines 

(SVM), Logistic Regression, Random Forest, XGBoost, and Artificial Neural Networks. These models were implemented using the R 

programming language on an open-source dataset from IBM. The methodology involved data preprocessing, splitting into training, 

validation and testing sets, model training, and performance evaluation using metrics such as accuracy, sensitivity, specificity, 

precision, F1-score, and ROC-AUC. The results indicate that the Logistic Regression model outperformed the other models, achieving 

high accuracy and a good F1-score. The study concludes by emphasizing the importance of HRA and ML techniques in predicting and 

managing employee turnover, while discussing limitations such as class imbalance and the need for more rigorous performance 

evaluation. Future research directions include exploring alternative models, feature selection techniques, and addressing class 

imbalance. 
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Makine Öğrenimi Yöntemlerini İnsan Kaynakları Analitiği Çerçevesinde İşten 

Ayrılma Tahminleri için Kullanma 

Öz 

Çalışan devir oranı, kuruluşlar için önemli bir zorluk oluşturmakta ve önemli maliyetlere ve aksaklıklara yol açmaktadır. Bu çalışma, 

insan kaynakları analitiği çerçevesinde makine öğrenimi tekniklerini etkin bir şekilde kullanarak çalışan devirini öngörmeyi 

amaçlamaktadır. Araştırma, altı yaygın olarak kullanılan modelin performansını değerlendirmekte ve karşılaştırmaktadır: Karar 

Ağaçları, Destek Vektör Makineleri, Lojistik Regresyon, Rastgele Orman, XGBoost ve Yapay Sinir Ağları. Bu modeller, IBM'den 

açık kaynaklı bir veri kümesi üzerinde R programlama dili kullanılarak uygulanmıştır. Çalışmanın metodlolojisi, veri ön işleme, eğitim, 

doğrulama ve test setlerine bölme, model eğitimi ve doğruluk, hassasiyet, özgünlük, hassasiyet, F1-skoru ve ROC-AUC gibi ölçümleri 

kullanarak performans değerlendirmeyi içermektedir Sonuçlar, Lojistik Regresyon modelinin diğer modellerden daha iyi bir 

performans sergilediğini, yüksek doğruluk ve iyi bir F1-skoru elde ettiğini göstermektedir. Çalışma kasapmında, çalışan devir oranını 

öngörmek ve yönetmek için insan kaynakları analitiği ve makine öğrenmesi tekniklerinin önemi vurgulanarak, sınıf dengesizliği gibi 

sınırlamaları ve daha güvenilir performans değerlendirmesi gereksinimine yönellik tartışmalara da yer vermektedir. Çalışmanın son 

kısmında, gelecek araştırma konuları çerçevesinde alternatif modellerin keşfedilmesi, özellik seçim teknikleri kullanılarak sonuçların 

değerlendirilmesi ve sınıf dengesizliğini gidermeye dönük hususlar ele alınmaktadır. 

Anahtar Kelimeler: İnsan kaynakları analitiği, Çalışan devir hızı tahmini, Makine öğrenimi modelleri. 
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1. Introduction 

Human Resource Management (HRM) has 

undergone transformations to cope with ongoing 

technological advancements and dynamic business 

requirements. One such transformation is the adoption 

of HRA, which involves analyzing HR data on a larger 

scale to support evidence-based decision-making related 

to human performance, satisfaction, engagement, and 

ultimately, turnover. HRA has become increasingly 

important in understanding various processes that 

contribute to overall business success and competitive 

advantage (Van Vulpen, 2023). 

The suitability of leveraging ML techniques for 

analyzing employee turnover within the HRA 

framework lies in their ability to identify complex 

patterns and relationships in large datasets, which may 

not be apparent through traditional statistical methods. 

MLmodels can learn from historical data and provide 

accurate predictions, enabling organizations to 

proactively identify employees at risk of turnover and 

take appropriate measures to retain valuable talent. 

A critical aspect of HRA is the prediction of 

employee turnover, as high turnover rates can incur 

significant costs and impact productivity (Yavuz, 2016). 

Numerous studies have examined employee turnover 

and its reasons, highlighting the importance of retaining 

and rewarding the best employees (Aarons et al., 2009; 

Peryön, 2017, 2018; Randstad, 2022, 2023; Gallup, 

2024). Effectively predicting employee turnover 

probabilities helps businesses improve workforce 

planning, reduce costs, and increase overall employee 

satisfaction (Moturi et al., 2023). 

To address this challenge, the use of ML techniques 

within the framework of HRA has gained significant 

attention in recent years (Avrahami et al., 2022; Wijaya 

et al., 2021; Choi et al., 2021; Gao et al., 2019; Alsaadi 

et al., 2022). ML models can effectively predict 

employee turnover by learning from historical data and 

identifying patterns and relationships that may not be 

apparent through traditional statistical methods. 

This study aims to evaluate and compare the 

performance of six widely used ML models - Random 

Forest, Logistic Regression, Artificial Neural Networks, 

Support Vector Machines, XGBoost and Decision Trees 

- in predicting employee turnover within the context of 

HRA. The choice of these models for predicting 

employee turnover in this study was based on their 

popularity, proven performance, and diversity of 

approaches (Breiman, 2001; Cortes & Vapnik, 1995; 

Friedman, 2001). These models represent a range of 

techniques, including tree-based methods, probabilistic 

models, and neural networks, capable of capturing 

complex relationships in the data (Demir & Çalık, 2021; 

Uzak, 2022). Some models, such as Decision Trees and 

Logistic Regression, offer interpretable results (Demir 

& Çalık, 2021), while others, like Random Forest and 

XGBoost, are known for their scalability and robustness 

to outliers and noise (Breiman, 2001; Friedman, 2001). 

The inclusion of simpler models allows for a 

comparison with more complex ones, assessing the 

trade-off between complexity and predictive 

performance (Liao, 2023). Moreover, these models have 

been successfully applied in previous studies on 

employee turnover prediction, providing evidence of 

their effectiveness in this context (Jain et al., 2020; 

Stachová et al., 2021). 

Within the framework of its aim, the following 

research objectives were set: 

- Evaluate and compare the performance of the 

trained models in predicting employee turnover 

using various metrics, including accuracy, 

sensitivity, specificity, precision, F1-score, and 

ROC-AUC (Receiver Operating Characteristic - 

Area Under the Curve).  

- Identify the most effective model for predicting 

employee turnover and discuss the implications 

and limitations of the study. 

- Provide recommendations for businesses and 

researchers to leverage ML techniques for 

effective employee turnover prediction and 

management. 

By addressing these objectives, this study 

contributes to the existing body of knowledge in HRA 

and employee turnover prediction, while also providing 

practical insights for businesses to implement data-

driven strategies for workforce management. 

The study initially includes a literature review 

section, covering previous research around employee 

turnover prediction. This section identifies gaps in the 

existing literature and the contributions of this study. In 

the methodological part, elements such as the data set 

description, data preprocessing, model selection and 

training, model performance and evaluation are 

presented according to the research methodology. The 

following section presents the study's findings and the 

performance of the models, determining the best-

performing model based on comparisons, offering also 

recommendations for usability of the tools for employee 

turnover prediction based on their suitability. Finally, 

the authors present the summary of the outcomes and 

future directions and recommendations in the 

conclusions section. 

2. Literature Review 

Human Resources Analytics is the process of 

collecting, analyzing, and making more effective 

decisions through insights derived from human resource 

data. HRA involves analyzing data from various sources 

within the enterprise using different methods to answer 

the right questions (Van Vulpen, 2023). Decision-

making based on data enables organizations to gain a 

competitive advantage through more strategic and 

informed HRM (Shrivastava, Nagdev, and Rajesh, 

2017).  
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In this study, while emphasizing the importance of 

data-driven decision-making in HRA, it also focuses on 

the analysis of employee turnover prediction within 

HRA applications. Employee turnover prediction 

analysis is a data analytics application that enables a 

business to predict employee departures in advance. 

This analysis has become a significant topic for 

businesses in recent years, providing important insights 

into workforce management and employee retention for 

employers and researchers (Wijaya et al., 2021; Ye et 

al., 2019; Liu & Liu, 2021; Schlechter et al., 2016; Putri 

& Rachmawati, 2022; Liao, 2023; Judrups et al., 2021; 

Chaudhary, 2022). Such studies help reduce workforce 

costs, increase employee satisfaction and productivity, 

and also aid in strategic human resources planning. In 

conducting employee turnover prediction analysis, the 

concept of "workforce turnover" comes into play, which 

refers to the number of employees leaving a business in 

a given period for various reasons, including voluntary 

and involuntary departures (Roche et al., 2015; Russell 

et al., 2017; Scanlan et al., 2013; Chisholm et al., 2011; 

Woltmann et al., 2008; Bogaert et al., 2019; Chapman et 

al., 2022; Roche et al., 2021; Poku et al., 2022; Onnis, 

2017; Bardoel et al., 2020; Mayson & Bardoel, 2021; 

Healy & Oltedal, 2010; Russell et al., 2012; Belbin et 

al., 2012; Ashworth, 2006). High workforce turnover 

incurs significant costs, affecting training, recruitment, 

separation costs, and productivity (Yavuz, 2016). 

Therefore, having a model that can accurately predict 

the likelihood of employee departures is of great 

importance.   

Empirical studies conducted within the scope of data 

analytics for predicting employee turnover have been 

presented in Table 1. The literature review table includes 

various research studies that have utilized different 

MLmodels and techniques for the purpose of predicting 

employee turnover. Each study is aimed at reducing the 

likelihood of employee turnover, targeting specific 

sectors and objectives. The studies vary in terms of 

features included, data sources, models and methods 

used, development tools, and evaluation metrics. Most 

research has two main objectives: "Increasing 

productivity" and "Reducing costs." For instance, a 

study using the K-nearest neighbours algorithm 

(Balcıoğlu & Artar, 2022) aims to increase efficiency, 

while a study on ML model selection for employee loss 

prediction in the telecommunications sector (Uzak, 

2022) aims to reduce costs. Regarding data sources and 

size, some studies use open-source datasets, while others 

use in-house data, with data sizes ranging from small-

scale studies to large datasets. The variables used 

include demographic (related to personal attributes of 

employees) and job-related variables (pertaining to 

employees' work experience and performance). 

For development tools, programming languages 

such as Python or R have been used. Each study 

employed different ML models and methods, including 

Random Forest, Logistic Regression, K-Nearest 

Neighbors (KNN), Naive Bayes, Decision Tree, Support 

Vector Machines (SVM), etc., in an attempt to predict 

employee turnover. According to the results of these 

studies, when examining the effectiveness of different 

MLmethods in predicting employee turnover, the 

studies "Prediction of Employee Turnover Probability 

with Machine Learning: K-Nearest Neighbors 

Algorithm (Balcıoğlu & Artar, 2022)" and "Employee 

Attrition Prediction (Yedida et al., 2018)" achieved high 

accuracy using the KNN algorithm. These results 

indicate KNN as an effective option for predicting 

employee turnover. Similarly, the studies "MLModel 

Selection for Employee Loss Prediction in the 

Telecommunications Sector (Uzak, 2022)" and 

"Predictive Analysis on the Example of Employee 

Turnover (Maisuradze, 2017)" have shown high 

accuracy with the Random Forest (RF) model, 

suggesting RF as a highly effective model for turnover 

prediction. The study "Prediction of Employee Turnover 

using ML(Shanthakumara et al., 2022)" used Artificial 

Neural Networks (ANN), showing ANN as a viable 

alternative for turnover prediction. The "Employee 

Attrition Prediction" study utilized Logistic Regression, 

indicating its effectiveness in turnover prediction. 

Metrics such as accuracy, precision, recall, and F1-score 

were commonly evaluated. 

Additionally, some studies have utilized specific 

metrics like AUC (Area Under Curve). Data attributes 

in these studies include various factors such as 

demographic information (age, gender, education) and 

job-related information (position, salary, job 

satisfaction). These attributes have been used to predict 

the likelihood of employees leaving their jobs. 

Despite the existing research, several limitations and 

gaps warrant further investigation: 

• Limited comparative studies: While individual 

studies have explored the performance of specific 

ML models, there is a lack of comprehensive 

comparative analyses evaluating the effectiveness 

of different models on the same dataset. 

• Inconsistent results: The existing literature presents 

inconsistent results regarding the most effective ML 

model for employee turnover prediction, suggesting 

that the choice of model may be context-dependent 

or influenced by factors such as data quality, 

preprocessing techniques, and feature selection. 

• Lack of generalizability: Many studies have 

focused on specific industries or contexts, which 

may limit the generalizability of their findings to 

other organizational settings. 

• Limited discussion of practical implications: While 

the studies demonstrate the potential of ML 

techniques for employee turnover prediction, there 

is often a lack of discussion regarding the practical 

implications and implementation challenges for 

businesses. 

• Absence of rigorous model evaluation: Some 

studies have relied primarily on accuracy as the sole 

performance metric, overlooking the importance of 

other relevant metrics such as accuracy, sensitivity, 
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specificity, precision, F1-score, and ROC-AUC, 

which can provide a more comprehensive 

understanding of model performance. 

This study aims to address these limitations by 

conducting a comprehensive comparative analysis of six  

widely used ML models (Random Forest, Logistic 

Regression, Artificial Neural Networks, Support Vector 

Machines, XGBoost and Decision Tree) on a publicly 

available dataset, evaluating their performance using 

multiple metrics, and discussing the practical 

implications and future research directions.  

 

 

Table 1. Table of Studies Conducted in the Field of Human Resources Analytics 

Title and Year Purpose/ 

Objective 

Attributes Data 

Source/ 

Size 

Development 

Tool 

Model- 

Method and 

Techniques 

Metric 

Predicting Employee 

Attrition Using Machine 

Learning: A K-Nearest 

Neighbors Algorithm 

Approach (Balcıoğlu & 

Artar, 2022) 

Increase 

efficiency 

Demographic data; Age, 

Marital Status, Education 

level; Job-related data; 

Working hours, Position, 

Job satisfaction, Salary, 

Work arrangement 

Open 

source - 

1205 

MATLAB 

R2020b 

KNN (k=4) - 

%93  

KNN(K=1) 

KNN(K=6) 

KNN(K=8) 

Accuracy 

Precision 

Recall  

F1-Score 

MLModel Selection for 

Predicting Employee 

Turnover in the 

Telecommunications 

Industry (Uzak, 2022) 

Reduce 

costs 

Demographic data; ID, 

Age, Gender, Marital 

status, Location, Child 

number, Military Service, 

School Type; Job-related 

data; Title, Function, 

Reason for Leaving, 

Status/Objective, 

Active/Inactive 

Company 

data – 

16655 

Python RF  - %92,2  

Logistic 

Regression - 

KNN - DVM – 

CART -  

Gradient 

Boosting 

Machine- YSA 

-  XGBoost 

Accuracy 

Precision 

Sensitivity 

F1-Score 

EAKA 

Prediction of Employee 

Turnover using Machine 

Learning 

(Shanthakumara et al., 

2022) 

Increase 

efficiency 

Demographic data; Age, 

Sex, Education; Job-

related data; Position, 

Department, Salary, 

Overtime, Average 

Monthly Hours, Tenure, 

Number of Projects, 

Satisfaction, Work 

Accident 

N/A – 

15400 

R RF - %93  

Naive Bayes -  

Logistic 

Regression 

Accuracy 

Employee Attrition 

Prediction 

(Yedida et al., 2018) 

Increase 

efficiency 

Job-related data; Average 

Monthly Hours, Number 

of Projects, Promotion in 

the Last Five Years, 

Seniority 

Open 

source – 

14999 

Python KNN - %94,32 

Naive Bayes - 

Logistic 

Regression - 

MLP Classifier 

 

AUC  

Accuracy 

F1-Score 

Predicting the Perceived 

Employee Tendency of  

Leaving an Organization 

Using SVM and Naive  

Bayes Techniques 

(Emmanuel-Okereke & 

Anigbogu, 2022) 

Reduce 

costs 

Demographic data; 

Gender, Experience, 

Seniority, Education; 

Job-related data: Date of 

Entry, Job Safety, 

Working Hours, Job 

Satisfaction, 

Status/Objective 

Survey - 

514 

Python Naive Bayes - 

%100 

DVM – RF – 

Decision Tree 

Precision 

Recall  

F1-Score 

Employee Turnover 

Prediction Using 

MLBased Methods 

(Kışaoğlu, 2014) 

Reduce 

costs - 

Increase 

efficiency 

Demographic data; Age, 

Race 

 Job-related data; 

Performance, Job 

Satisfaction Survey 

Results, Job 

Transition/Change 

Networks, 

Status/Objective - "Will 

Leave", "Will Not Leave" 

Open 

source -  

25000 

WEKA DVM - Karar 

Ağacı - 

Naïve Bayes 

Accuracy 

Precision 

 Recall   

F1-Score 

Employee Turnover 

Probability Prediction 

(Barın, 2022) 

Reduce 

costs 

 

Demographic data; Age, 

Seniority, Gender, 

Marital Status, Number 

of Children, Education; 

Job-related data: 

Company 

data – 

3282 

R Hierarchical 

Model - 69.4% 

Naive Bayes -  

RF 

ROC-

AUC 
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Performance Score, 

Appreciation Score, 

Salary, Salary Increase, 

Promotion, First Year 

Information, Foreign 

Language; 

Status/Objective - 

Employed/Left 

Optimization of 

employee turnover 

through predictive  

analysis 

(Stachová, Baroková & 

Stacho, 2021) 

Reduce 

costs 

Demographic data; Age, 

Sex, Education, Marital 

status, Seniority; Job-

related data; Business 

Travel, Position, 

Department, Commute 

Distance, Work-Life 

Balance, Hourly Wage, 

Monthly Income, 

Overtime, Working 

Hours, Salary, Salary 

Increase, Promotion 

Open 

source – 

1470 

Python RF -%87 

Logistic 

Regression – 

Decision Tree - 

K-Means 

Accuracy 

Employee Churn 

Prediction using 

Logistic Regression and 

Support Vector Machine 

(Maharjan, 2021) 

Reduce 

costs 

Demographic data; Age, 

Education, Gender, 

Seniority, Marital Status; 

Job-related data: Position, 

Monthly Income, Job 

Satisfaction, Overtime, 

Performance, Training 

Duration (last year), 

Work-Life Balance, 

Work Experience, etc., 

Status/Objective, 

Employed/Left 

 

Open 

source – 

23436 

Python DVM -%84 

Logistic 

Regression 

Precision 

Recall  

F1-Score 

ROC-

AUC 

Accuracy 

Explaining and 

predicting employees’ 

attrition: a MLapproach 

(Jain, Jain & Pamula, 

2020) 

Reduce 

costs 

Job-related data; 

Satisfaction Level, 

Performance, Number of 

Projects, Average 

Monthly Hours, Work 

Accident, Promotion - 

Last 5 Years, Salary, 

Domain, Target Variable, 

Department Names 

(Sales, HR, Technical, 

Support, etc.) 

Open 

source - 

14.000+ 

Python RF -%99 

YSA - Decision 

Tree - 

Naive Bayes – 

Logistic 

Regression – 

DVM 

Precision 

F1-Score 

Recall 

Predictive Alaysis on 

the Example of 

Employee Turnover 

(Maisuradze, 2017) 

Reduce 

costs 

Demographic data; Age, 

Gender, Education, 

Seniority, Marital Status; 

Job-related data: 

Overtime, Job 

Satisfaction, Monthly 

Income, Performance, 

Distance from Home, 

Promotion, Work-Life 

Balance, Salary Increase, 

Position, Department 

Open 

source -

1471 

Python RF- 98.62% 

 

DVM – YSA  

 

ROC-

AUC 

Accuracy 

Employee turnover 

prediction and retention 

policies design: a case 

study 

(Ribes, Touahri & 

Perthame, 2017) 

Reduce 

costs 

Demographic data; Age, 

Experience, Gender, 

Ethnic Background, 

Education; Job-related 

data: Performance, Role 

Salary, Working 

Conditions, Job 

Satisfaction, Burnout, 

Seniority, 

Status/Objective, 

Open 

source – 

1000 

R Linear 

Discriminant- 

%75 

DVM – KNN – 

RF -Naïve 

Bayes 

Accuracy 

ROC-

AUC 
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Employed/Left 

Leveraging MLMethods 

for Predicting Employee 

Turnover Within the 

Framework of Human 

Resources Analytics 

(Current/Our Study) 

 

Reduce 

costs 

Demographic data; Age, 

Education, Gender, 

Seniority, Marital Status; 

Job-related data: Position, 

Monthly Income, Job 

Satisfaction, Overtime, 

Performance, Training 

Duration (last year), 

Work-Life Balance, 

Work Experience, etc., 

Status/Objective, 

Employed/Left 

Open 

source -

1470 

R RF - 

YSA - Decision 

Tree - 

XGBoost – 

Logistic 

Regression – 

DVM 

Precision 

Recall  

F1-Score 

ROC-

AUC 

Accuracy 

The following section presents the methodology that 

was employed so that the authors could meet the 

objectives of this study. 

3. Research Methodology 

The purpose of the research is to determine the most 

suitable and effective model for predicting employee 

turnover and to evaluate the performance of this model. 

The following sections describe the several stages that 

the authors undertook to meet the aim and objectives of 

this paper. 

3.1 Data Source and Preprocessing 

The dataset in question is from Kaggle platform, 

created by IBM data scientists and titled "IBM HR 

Analytics Employee Attrition & Performance" 

(Pavansubhash, 2016). The dataset comprises a total of 

1470 employee records, (1233 employees and 237 

leavers) with 35 features, including 34 independent 

variables and 1 dependent variable (Attrition). The 

independent variables encompass demographic 

information, job-related data, and other relevant factors, 

while the dependent variable is a binary indicator of 

employee attrition.  

Data preprocessing involved removing variables 

with low analytical value, such as "EmployeeNumber," 

"EmployeeCount," "Over18," and "StandardHours." 

The remaining variables were then normalized for 

scaling to enable analysis that is more meaningful. Table 

1 represents the preprocessed dataset and includes the 

types of variables in the dataset and their descriptions. 

The preprocessed dataset was split then into training 

(60%), validation and testing (20% each) sets for 

models’ development and evaluation where partitioning 

was carried out for each model separately. 

 

Table 2. Preprocessed Data set 

Order Variable Definition Variable Type 

 

Demographic – 

Independent variable 

  

1 Age  Employee's Age Numeric 

2 Marital status Marital Status (Single, Married, Divorced) Categorical 

3  Gender Gender Categorical 

4 Education Education Level (1: Below University, 2: University, 3: Bachelor's, 4: 

Master's, 5: Doctorate) 

Numeric 

5 Travel Status Business Travel Frequency (No Travel, Rare Travel, Frequent Travel) Categorical 

 Job-related - 

Independent Variable 

  

1 Daily Wage The amount of money a company is obligated to pay an employee for a 

day's work. 

Numeric 

2 Department Department (Research and Development, Sales, Human Resources) Categorical 

3 Commute Distance Distance between home and company Numeric 

4 Field of Study Field of Education (Science, Medicine, Human Resources, Technical 

Degree, Marketing, Other) 

Categorical 

5 Environmental 

Satisfaction 

Environmental Satisfaction Score (1: Low, 2: Medium, 3: High, 4: Very 

High) 

Numeric 

6 Engagement Level Level of Job Involvement (1: Low, 2: Medium, 3: High, 4: Very High) Numeric 

7 Work-Family Job Level (1 - 5) Numeric 

8 Role Job Role (Sales Manager, Human Resources Manager, etc.) Categorical 

9 Job Satisfaction Job Satisfaction (Low, Medium, High, Very High) Numeric 

10 Monthly Income Employee's Monthly Income Numeric 

11 Salary Raise Percentage of Salary Increase Numeric 

12 Number of Companies Total number of companies the employee has worked for before Numeric 
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Worked At 

13 Job Satisfaction Job Satisfaction (Low, Medium, High, Very High) Numeric 

14 Overtime Employee's Overtime Status (Yes, No) Categorical 

15 Salary Raise % Percentage of Salary Increase Numeric 

16 Performance Rating Level of Performance Appraisal (Low, Good, Excellent, Outstanding) Numeric 

17 Communication 

Satisfaction 

Level of Relationship Satisfaction (Low, Medium, High, Very High) Numeric 

18 Working Hours Standard Working Hours Numeric 

19 Stock Option Level Employee's Stock Option Level (0 - 3) Numeric 

20 Work Experience Total Years of Working Numeric 

21 Training Duration 

(Last Year) 

Training Duration Last Year Numeric 

22 Work-Life Balance Work-Life Balance Level (1: Poor, 2: Good, 3: Better, 4: Best) Numeric 

23 Seniority Years at the Company Numeric 

24 Tenure in Role Years in Current Role Numeric 

25 Years with Current 

Manager 

Years with Current Manager Numeric 

    Dependent Variable 

 

1 

 

 

Attrition Status 

 

Employee Attrition (Yes, No) 

 

Categorical 

 

3.2. Model Selection and Training 

Six widely used ML models were selected for this 

study, namely as Random Forest, Logistic Regression, 

Artificial Neural Networks, Support Vector Machines, 

XGBoost and Decision Tree:  

• Random Forest, an ensemble learning method, is 

known for its robustness, ability to handle large 

datasets with many features, and its effectiveness in 

both classification and regression tasks (Breiman, 

2001). 

• Logistic Regression, a classical statistical method, 

is often used when the dependent variable is 

categorical and provides interpretable results 

(Demir & Çalık, 2021).  

• Artificial Neural Networks, inspired by the 

structure and function of biological neural 

networks, are capable of learning complex non-

linear relationships between input features and the 

target variable (Demir & Çalık, 2021; Uzak, 2022).  

• Support Vector Machines, a non-probabilistic 

binary linear classifier, are known for their ability 

to handle high-dimensional data and their 

effectiveness in both linear and non-linear 

classification tasks (Cortes & Vapnik, 1995).  

• XGBoost, an ensemble learning method that 

combines multiple weak learners (decision trees) to 

create a strong learner, is known for its ability to 

handle complex interactions among features and its 

effectiveness in both classification and regression 

tasks (Friedman, 2001). 

• Decision Trees, a simple yet powerful supervised 

learning algorithm, is known for their 

interpretability, ability to handle both categorical 

and numerical data, and effectiveness in capturing 

non-linear relationships between features and the 

target variable. They repeatedly divide the feature 

space into subsets based on the most informative 

features, creating a tree-like model that can be 

easily visualized and understood (Rokach & 

Maimon, 2005). 

The researchers implemented the models using the R 

programming language. The installation, training, and 

performance evaluation of each model was carried out 

on the original dataset. The training process involved 

fitting each model to the training dataset, with 5-fold 

cross-validation to ensure the robustness and 

generalizability of the results. Cross-validation helps to 

assess the model's performance on different subsets of 

the data, reducing the risk of overfitting and providing a 

more reliable estimate of the model's performance on 

unseen data. 

Training involved using the specified models with   

utilized to compare the models based on specific metrics 

(see part 3.3). The training set is the data used by the ML 

algorithm during its learning process. This dataset 

includes the input and output values for each example. 

The learning algorithm uses the data in the training set 

to learn the correct outputs for the inputs. For example, 

in text classification studies, the content of the input 

texts and the output categories are included in the 

training set. In contrast, the test set is used to validate 

and assess the performance of the trained model. The 

test dataset comprises data that are distinct and 

previously unseen in comparison to the training set. The 

model, trained during the learning process, makes 

predictions for the inputs in the test set. To evaluate the 

model's accuracy and performance, these predictions are 

compared with the actual outputs of the test data 

(Kutlugün et al., 2017). 

More specifically, and with regards to each one of 

the ML models, the setup and evaluation took place as 

followed: 

• Random Forest: A model containing 500 trees was 

established with the RandomForest package, and 

the classification performance of the model was 

examined in detail. 
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• Logistic Regression: Within the framework of the 

generalized linear model, a logistic regression 

model was created using the glm() function, and 

probability predictions were made. 

• Artificial Neural Networks: A 10-neuron neural 

network model was established with the nnet 

package, and the classification predictions of the 

model were evaluated. 

• Support Vector Machines (SVM): On the data 

divided into training and test sets, the SVM model 

was established by determining the optimal gamma 

and cost values through the e1071 package, and the 

classification performance was evaluated. 

• XGBoost: The xgboost package was used, and 

various hyperparameters were adjusted with the 

train() function. These parameters include the 

maximum depth of trees (max_depth), learning rate 

(eta), and editing parameters (gamma). 

Additionally, optimal parameter combinations were 

determined using a comprehensive grid search 

method to further optimize the model.  

• Decision Trees: A model to predict attrition was 

created using the Tree library, trained, and 

visualized by adding information to its branches. 

The accuracy of the model was evaluated on the test 

dataset with confusionMatrix. 

3.3. Performance and Evaluation 

The trained models were evaluated on the test dataset 

using various performance metrics, including accuracy, 

sensitivity, specificity, precision, F1-score, and ROC-

AUC. These metrics provide a comprehensive 

assessment of the models' predictive capabilities, 

considering factors such as correct classifications, false 

positives, and false negatives. For the calculation of 

each of the aforementioned metrics, the following need 

to be defined: 

- True Positives (TP): The number of instances that 

are actually positive and correctly predicted as 

positive by the model. 

- True Negatives (TN): The number of instances that 

are actually negative and correctly predicted as 

negative by the model. 

- False Positives (FP): The number of instances that 

are actually negative but incorrectly predicted as 

positive by the model. 

- False Negatives (FN): The number of instances that 

are actually positive but incorrectly predicted as 

negative by the model. 

Then, the metrics can be defined and calculated as 

followed: 

- Accuracy: The proportion of correctly classified 

instances out of the total instances.  

Accuracy = (TP + TN) / (TP + TN + FP + FN) 

- Sensitivity (Recall or True Positive Rate): The 

proportion of true positive predictions among all 

actual positive instances. 

Sensitivity = TP / (TP + FN) 

- Specificity: The proportion of true negative 

predictions among all actual negative instances. 

Specificity = TN / (TN + FP) 

- Precision: The proportion of true positive 

predictions among all positive predictions. 

Precision = TP / (TP + FP) 

- F1-score: The harmonic mean of precision and 

recall, providing a balanced measure of the model's 

performance. 

F1-score = 2 * (Precision * Recall) / (Precision + 

Recall) 

The F1-score ranges from 0 to 1, with 1 being the 

best value and 0 being the worst. 

- ROC: An aggregate measure of the model's 

performance, considering both its ability to identify 

positive instances (employee retention) and 

negative instances (employee turnover). It is 

calculated as the sum of the True Positive Rate 

(TPR) and the True Negative Rate (TNR) divided 

by 2. TPR measures the proportion of actual 

positive instances that are correctly identified, 

while TNR measures the proportion of actual 

negative instances that are correctly identified. The 

AUC (Area Under Curve) value measures the 

probability of the model correctly classifying a 

randomly selected positive example into a 

randomly selected negative example. The closer the 

AUC value is to 1, the better the model performs. 

Within this framework, confusion matrices for each 

model have been included and explained in detail, 

providing insights into the models' performance in terms 

of true positives, true negatives, false positives, and false 

negatives. The confusion matrix is used to understand 

the model's performance more deeply and to examine 

the classification results in more detail. It is very 

valuable for determining which classes the model 

predicts better or worse, and which classes are 

associated with false positives or false negatives.  

With the methodology clearly defined, next section 

presents the results obtained from the MLmodel testing 

and evaluation. The results and discussion section will 

analyze the performance of the selected models and 

interpret the findings. 

4. Results and Discussion 

4.1 Confusion Matrices 

The confusion matrices provide a detailed 

breakdown of the models' performance in terms of TP, 

TN, FP, and FN. They help in understanding how well 

each model classified the instances into the correct 

categories. In the case of employee churn problem of 

this study, the positive class represents the employees 

who have not left the company whereas the negative 

class is the ones who left the company. Therefore, in the 

confusion matrices that will be provided below, 

indications with “yes” represent the negative classes 
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(employee turnover) and with “no” refer to the positive 

classes (employee retention). 

The confusion matrices for each of the ML models 

are as follows: 

a. Random Forest: 

- TN: The model correctly predicted 9 instances as 

“Yes” (employees who left). 

- TP: The model correctly predicted 244 instances as 

“No” (employees who did not leave). 

- FP: The model incorrectly predicted 2 instances as 

“Yes” when it was actually “No”. 

- FN: The model incorrectly predicted 39 instances as 

“No” when they were actually “Yes”. 

The Random Forest model has a high number of 

True Positives (244), correctly identifying employees 

who have not left the company. However, it has a 

relatively low number of True Negatives (9), indicating 

that it correctly identifies only a small proportion of 

employees who have left. The model has a very low 

number of False Positives (2), which means it rarely 

misclassifies employees who have not left as having left. 

On the other hand, the model has a higher number of 

False Negatives (39), incorrectly classifying employees 

who have left as still being with the company. This 

suggests that the model may have difficulty capturing all 

the instances of employee turnover. 

Table 3. Confusion Matrix for Random Forest 

 Predicted “No” Predicted “Yes” 

Actual “No” 244 2 

Actual “Yes” 39 9 

 

b. Logistic Regression: 

- TN: The model correctly predicted 27 instances as 

“Yes” (employees who left). 

- TP: The model correctly predicted 237 instances as 

“No” (employees who did not leave). 

- FP: The model incorrectly predicted 21 instances as 

“Yes” when they were actually “No”. 

- FN: The model incorrectly predicted 9 instances as 

“No” when they were actually “Yes”. 

The Logistic Regression model has a good balance 

between True Positives (237) and True Negatives (27), 

indicating decent overall accuracy. It has a relatively 

low number of False Positives (21) and False Negatives 

(9). This model seems to have a balanced performance 

in identifying both positive and negative instances. 

Table 4. Confusion Matrix for Logistic Regression 

 Predicted “No” Predicted “Yes” 

Actual “No” 237 21 

Actual “Yes” 9 27 

 

c. Artificial Neural Networks (ANN): 

- TN: The model correctly predicted 26 instances as 

“Yes” (employees who left). 

- TP: The model correctly predicted 235 instances as 

“No” (employees who did not leave). 

- FP: The model incorrectly predicted 22 instances as 

“Yes” when they were actually “No”. 

- FN: The model incorrectly predicted 11 instances as 

“No” when they were actually “Yes”. 

The Artificial Neural Networks model shows a high 

number of True Positives (235), accurately identifying 

employees who have not left. It has a relatively low 

number of False Positives (22), minimizing the 

misclassification of employees who have left as still 

being with the company. The model has a moderate 

number of True Negatives (26) and False Negatives 

(11), demonstrating a reasonable ability to identify 

employees who have left. 

Table 5. Confusion Matrix for ANN 

 Predicted “No” Predicted “Yes” 

Actual “No” 235 22 

Actual “Yes” 11 26 

 

d. Support Vector Machines (SVM): 

- TN: The model correctly predicted 4 instances as 

“Yes” (employees who left). 

- TP: The model correctly predicted 246 instances as 

“No” (employees who did not leave). 

- FP: The model incorrectly predicted 44 instances as 

“Yes” when they were actually “No”. 

- FN: The model incorrectly predicted 0 instance as 

“No” when they were actually “Yes”. 

The SVM model has a high number of True Positives 

(246), accurately identifying employees who have not 

left. However, it also has a high number of False 

Positives (44), suggesting that it often misclassifies 

employees who have left as still being with the 

company. The model has a low number of True 

Negatives (4) and False Negatives (8), indicating poor 

performance in correctly identifying employees who 

have left. 

Table 6. Confusion Matrix for SVM 

 Predicted “No” Predicted “Yes” 

Actual “No” 246 44 

Actual “Yes” 0 4 

 

e. XGBoost: 

- TN: The model correctly predicted 12 instances as 

“Yes” (employees who left). 

- TP: The model correctly predicted 244 instances as 

“No” (employees who did not leave). 

- FP: The model incorrectly predicted 36 instance as 

“Yes” when it was actually “No”. 

- FN: The model incorrectly predicted 2 instances as 

“No” when they were actually “Yes”. 

The XGBOOST model has a high number of True 

Positives (244), correctly identifying employees who 
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have not left. However, it also has a relatively high 

number of False Positives (36), indicating a tendency to 

misclassify employees who have left as still being with 

the company. The model has a low number of True 

Negatives (12) and False Negatives (2), suggesting 

difficulty in accurately identifying employees who have 

left. 

Table 7. Confusion Matrix for XGBoost 

 Predicted “No” Predicted “Yes” 

Actual “No” 244 36 

Actual “Yes” 2 12 

 

f. Decision Tree: 

- TN: The model correctly predicted 16 instances as 

“Yes” (employees who left). 

- TP: The model correctly predicted 237 instances as 

“No” (employees who did not leave). 

- FP: The model incorrectly predicted 32 instance as 

“Yes” when it was actually “No”. 

- FN: The model incorrectly predicted 9 instances as 

“No” when they were actually “Yes”. 

The Decision Tree model has a relatively balanced 

performance. It has a good number of True Positives 

(237), correctly identifying employees who have not 

left. The number of False Positives (32) is moderate, 

showing some misclassification of employees who have 

left as still being with the company. The True Negatives 

(10) and False Negatives (9) are relatively balanced, 

indicating a fair ability to identify employees who have 

left. 

Table 8. Confusion Matrix for Decision Tree 

 Predicted “No” Predicted “Yes” 

Actual “No” 237 32 

Actual “Yes” 9 16 

 

From the confusion matrices, we can see that the 

Artificial Neural Networks and Logistic Regression 

models exhibit a more balanced performance in 

correctly identifying both employees who have not left 

and those who have left. The Random Forest model 

performs well in identifying employees who have not 

left but may struggle to capture all instances of 

employee turnover. The XGBoost and Decision Tree 

models show a tendency to misclassify employees who 

have left as still being with the company, while the SVM 

model exhibits a strong bias towards predicting 

employees as staying with the company. 

These confusion matrices provide insights into the 

models' performance and can help in identifying areas 

for improvement, such as addressing class imbalance or 

tuning the models to better identify employee turnovers 

and retetntions. 

4.2 ML Model Testing Results 

The results from the ML model testing within the 

framework of the accuracy, sensitivity, specificity, 

precision, F1 Score and ROC-AUC metrics are 

presented in the Table 10. 

Based on the results, the Logistic Regression model 

outperformed the other models in terms of accuracy 

(89.80%), sensitivity (96.34%), and F1 Score (0.5614). 

It also achieved a high ROC-AUC value of 0.902, 

indicating its strong overall performance in 

distinguishing between the positive and negative 

classes. 

 

The Artificial Neural Networks model also 

demonstrated good performance, with an accuracy of 

88.78%, sensitivity of 95.53%, and the highest F1 Score 

among all models (0.6364). However, its ROC-AUC 

value (0.784) was lower compared to the Logistic 

Regression and Random Forest models. 

The Random Forest model achieved an accuracy of 

86.05% and a high ROC-AUC value of 0.900. It 

exhibited balanced performance in terms of sensitivity 

(86.22%) and specificity (81.82%). However, its F1 

Table 9. Results for all ML models 

Model Accuracy Sensitivity Specificity Precision F1 Score ROC-AUC 

Random Forest 0.8605 0.8622 0.8182 0.9919 0.3067 0.900 

Logistic Regression 0.898 0.9634 0.5625 0.9186 0.5614 0.902 

Artificial Neural Networks 0.8878 0.9553 0.5417 0.9144 0.6364 0.784 

SVM 0.8503 1 0.08333 0.8483 0.1538 0.524 

XGBoost 0.8707 0.9919 0.25 0.8714 0.3871 0.851 

Decision Tree 0.8605 0.9634 0.3333 0.8810 0.439 0.684 
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Score (0.3067) was relatively lower compared to the 

Logistic Regression and Artificial Neural Networks 

models. 

The XGBoost model showed an accuracy of 87.07% 

and a high sensitivity of 99.19%, indicating its 

effectiveness in correctly identifying positive instances. 

However, its specificity (25%) and F1 Score (0.3871) 

were lower compared to the other models. 

The Decision Tree model achieved an accuracy of 

86.05%, similar to the Random Forest model. It 

demonstrated high sensitivity (96.34%) but relatively 

lower specificity (33.33%) and F1 Score (0.439). 

The SVM model exhibited the lowest accuracy 

(85.03%) among all models. While it achieved perfect 

sensitivity (100%), its specificity (8.33%) and F1 Score 

(0.1538) were the lowest, indicating a high rate of false 

positives. 

The ROC-AUC values provide an aggregate 

measure of each model's performance, considering both 

its ability to identify positive instances (employee 

retention) and negative instances (employee turnover). 

The Logistic Regression and Random Forest models 

achieved the highest ROC-AUC values (0.902 and 

0.900, respectively), indicating their superior overall 

performance compared to the other models. 

It is important to note that the presence of class 

imbalance in the dataset can influence the models' 

performance, particularly in terms of sensitivity and F1-

score for the minority class (employee turnover). 

Addressing class imbalance through techniques such as 

oversampling, undersampling, or using class weights 

can help improve the models' ability to correctly identify 

instances of employee turnover. 

Also, one limitation of this study is the reliance on a 

single dataset. While the "IBM HR Analytics Employee 

Attrition & Performance" dataset provides a diverse set 

of employee records, the results' generalizability to other 

organizations or industries may be limited. Future 

research could validate the findings using datasets from 

different contexts or conduct multi-organizational 

studies to assess the models' performance across various 

settings. 

From a practical standpoint, the findings of this 

study have several implications for businesses aiming to 

leverage ML techniques for employee turnover 

prediction as the study presents in the following section. 

4.3 ML Tools Suitable for Employee Turnover 

Prediction 

Based on the performance metrics evaluated in this 

study, the following machine learning tools are 

considered suitable for employee turnover prediction: 

The Logistic Regression model demonstrated the 

highest accuracy, sensitivity, and F1 Score, along with a 

high ROC-AUC value. It is a simple and interpretable 

model that can provide insights into the factors 

contributing to employee turnover. Logistic Regression 

is particularly suitable when the relationship between 

the predictors and the target variable is linear. 

The Artificial Neural Networks model achieved the 

second-highest accuracy and the highest F1 Score. It is 

capable of capturing complex non-linear relationships 

between the predictors and the target variable. Artificial 

Neural Networks can be effective when dealing with 

large datasets and when the underlying relationships are 

not well understood. 

The Random Forest model exhibited balanced 

performance in terms of sensitivity and specificity, 

along with a high ROC-AUC value. It is an ensemble 

learning method that combines multiple decision trees, 

making it robust to outliers and noise. Random Forest 

can handle both categorical and numerical predictors 

and can provide feature importance rankings. 

The XGBoost model demonstrated high sensitivity 

and a relatively high ROC-AUC value. It is an optimized 

implementation of gradient boosting that can handle 

complex interactions among predictors. XGBoost is 

known for its excellent predictive performance and its 

ability to handle missing values. 

The SVM and Decision Tree models had lower 

overall performance compared to the above models, but 

they may still be considered in certain scenarios. SVMs 

can be effective when dealing with high-dimensional 

data, while Decision Trees offer interpretability and can 

handle both categorical and numerical predictors. 

When selecting the most suitable ML tool for 

predicting employee turnover, it is essential to consider 

factors such as the size and complexity of the dataset, 

the interpretability requirements, the presence of non-

linear relationships, and the computational resources 

available. It is also recommended to experiment with 

multiple tools and compare their performance using 

appropriate evaluation metrics to determine the best 

approach for the specific dataset and problem at hand. 

The results and discussion section has provided 

valuable insights into the performance of various ML 

models for predicting employee turnover. In the 

following conclusion, the authors will summarize the 

key findings, discuss the implications of our study, and 

outline potential avenues for future research in this 

domain. 

6. Conclusion 

This study aimed to leverage ML techniques within 

the framework of HRA to predict employee turnover 

effectively. By evaluating and comparing the 

performance of Random Forest, Logistic Regression, 

Artificial Neural Networks, Support Vector Machines, 

XGBoost and Decision Tree models on the "IBM HR 

Analytics Employee Attrition & Performance" dataset, 

the study contributes to the existing body of knowledge 

in HRA and employee turnover prediction. 

The findings suggest that the Logistic Regression 

model can be an effective tool in human resources 

analytics for turnover prediction. However, the choice 
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of model should be based on the specific use case, 

considering the strengths and weaknesses of each 

model. Organizations should evaluate their 

requirements and prioritize the relevant performance 

metrics when selecting a model for implementation. 

The findings of this study have practical implications 

for businesses seeking to implement data-driven 

strategies for workforce management. By leveraging 

ML techniques, organizations can proactively identify 

employees at risk of turnover and take appropriate 

measures to retain valuable talent. However, 

Organizations implementing ML models for employee 

turnover prediction should also consider the ethical 

implications and potential biases associated with these 

approaches. Ensuring fairness, transparency, and 

privacy in the use of employee data is crucial to maintain 

trust and comply with legal and ethical standards. 

Future research directions include exploring 

alternative ML models, investigating the impact of 

feature selection techniques, and addressing class 

imbalance to further improve the predictive 

performance of the models. Additionally, validating the 

findings using datasets from different contexts or 

conducting multi-organizational studies can enhance the 

generalizability of the results. 

In conclusion, this study demonstrates the potential 

of ML techniques within the HRA framework for 

predicting employee turnover. By continuously refining 

and improving these models, businesses can make data-

driven decisions to optimize their workforce planning, 

reduce turnover costs, and enhance overall employee 

satisfaction and retention. 
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