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Abstract  
 

The swiftly changing panorama of machine learning has observed first-rate leaps within the field of 

Generative Adversarial Networks (GANs). In the beginning, the implantation of a deep neural network 

seemed quite difficult and poses challenges. However, with the rapid development of huge processing 

power, different machine learning models such as Convolutional Neural Networks, Recurrent Neural 

Networks, and GANs have emerged in the past few years. Following Ian Goodfellow’s proposed GANs 

model in 2014, there has been a huge increase in the research focused on Generative Adversarial 

Networks. In the present context, not only GANs are used in feature extraction, but it proves itself 

worthy in the domain of anomaly and malware detection having firmly established in this field. 

Therefore, in our research paper, we conducted a comprehensive survey of prior and current research 

attempts in anomaly and malware detection using GANs. This research paper aims to provides detailed 

insights to the reader about what types of GANs are used for anomaly and malware detection with a 

general overview of the different types of GANs. These results are provided by analyzing both past and 

present GAN surveys performed, along with detailed information regarding the datasets used in these 

surveyed papers. Furthermore, this paper also explores the potential future use of GANs to overcome 

the advancing threats and malware.  

 

Keywords: Generative Adversarial Networks (GAN); Network Security; Deep Neural Network (DNN); 

Research Survey; Threat detection; Malware detection; Adversarial examples.  

 

1. Introduction  

Malware also known as malicious software, is undesired programs designed to harm or exploit computer 

systems [1]. After the outbreak of COVID-19, the change in working environment from onsite office work to 

a work from home has rapidly increased cybercrimes. According to Statista [2], there were 5.4 billion 

malware attacks detected in 2021. The number of malware attacks reached 2.8 billion by mid-2022 over a 

short period of time. 560,000 new instances of malware are detected every day, contributing to the over 1 

billion malware programs already been discovered [3]. From the insights of this data, we can infer that the 

number of cybercrimes continues to rise upward in 2024, raising concerns for the government and 

organizations. The cybercriminals are implementing Machine Learning models to automate and increase their 

capabilities which leads to more sophisticated and adaptive attacks which seems impossible to detect. With 

the current resources, it seems daunting to detect these types of attacks. As a result, Generative Adversarial 

Networks (GANs) emerge as a powerful tool to be used to see the unseen cybercriminals malicious 

behaviors. Generative Adversarial Networks, or GANs, serve as an architecture for training generative 

models, such as deep convolutional neural networks used for generating images [4]. These networks have 

emerged as a machine learning model proficient at creating new, previously unseen data samples realistically 

and synthesizing large datasets based on learned classes and features from an existing dataset [5]. GANs play 

a key role by assisting in the development of new datasets that replicates real-world cyber threats. These 

usage of GANs enables researchers and cybersecurity professionals to develop defense system to fight 

against a diversified possible attack, finally enhancing the security of networks against upcoming cyber 

threats.  

This survey explores different research papers that provides insights regarding the effective detection of 

malware through the use of the Generative Adversarial Networks (GANs), highlighting the role of GANs in 

enhancing network security. Along with this, we focused for every individual and provide a clear understanding 

of the straightforward architecture and operational principles of GANs. Further, general overview of the 

various types of GANs are discussed, covering both widely accepted models and recent innovations proposed 

by researchers. In short, this paper will detail the various applications of GANs models in the malware research 

and network security, highlighting specific areas where GAN research significantly contributes. 

 

2. Background 

Reflecting on 2023 it stands out as the most successful year for cybercriminals. One of the prevalent threats 
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to organizations globally targeted 4,368 victims, marking an increase of over 55.5% compared to the previous 

year. The second and third quarter alone accounted for more victims (2,903) than totaled for the entire year 

2022 [6]. These attacks are becoming more and more popular today. Malware is a software program that 

conducts virtually any behavior malicious attacker wants to perform [1]. These goals include interrupting 

system operations gained access to the system and network resources and gathering personal information 

without user consent. In the realm of cybersecurity Generative Adversarial Networks can act as a double-edged 

sword. MalGAN is a notable example of GANs producing malware. MalGAN was used to generate PE 

malware effectively bypassing a static PE malware detection engine [7]. This approach represented a direct 

and forceful attack on the engine as the system was trained to observe the outputs of the model while being 

aware of the exploratory inputs sent to the engine. On the other hand, generative Adversarial Networks (GANs) 

serve as a potent and innovative tool we can harness to continually improve detection systems and prevent 

ransomware attacks. Section 2.1 provides an overview of the fundamental working principles of Generative 

Adversarial Networks (GANs). In Section 2.2, previous work in the realm of malware detection and network 

security using GANs is discussed. The techniques for measuring the performance of GANs are outlined in 

Section 2.3, while Section 2.4 details the datasets utilized in the surveyed research paper. Section 3 introduces 

various modes or types of GANs employed in the study. Section 4 explores the diverse areas of application for 

GANs, and Section 5 outlines potential future uses of GANs. 

 

2.1. Overview of GAN working 

The Generative Adversarial Networks (GANs) include two neural networks i.e., Generator and 

discriminator as shown in Figure 1, which are in competition with each other, forming a Zero-sum game where 

one agent's win is at the expense of the other's loss. This approach, a generative model originally presented for 

the domain of unsupervised learning, has turned out to be useful not only in that domain, but also in semi-

supervised learning, fully supervised learning, and reinforcement learning [8-10]. GANs use a training set to 

diverge from the training set, and are an outstanding tool for classifying different learning paradigms. 

 

 
Figure 1. Generative Adversarial Network, adopted from [11] 

 

2.1.1. Generator 

The generator generates synthetic data that closely mimics the actual data from the training set [12]. It takes 

noisy signal as a stock input, and encodes it to data that ideally is impossible to distinguish from genuine ones. 

This process is that of knowledge acquisition through extraction of the underlying patterns and structures from 

the training data. The generator's goal during the training phase is to make the discriminator think that the fake 

samples are real. 

 

2.1.2. Discriminator 

The discriminator is the binary classifier that classifies data as real and fake [13]. It has a data set, which 

contains both the original samples and fake ones. Discriminator tries to precisely classify the origin of the input 

data. With time, the discriminator learns to discern more efficiently between the real and the generated samples 

 

2.1.3. Feedback Loop 

The interactions between a generator and discriminator of Generative Adversarial Networks (GANs) 
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generate a vital feedback loop. This cyclic interaction fosters a growth mindset in both strands of training. 

Generator improves its skill to produce realistic data to mislead the discriminator while the discriminator is 

getting better at this task [14]. The Generator trains its weights in response to Discriminator signal, thereby 

improving the generator’s performance. Through this process, the complexity of both networks gets perfected 

using back-propagation as the mechanism [5]. On the other hand, this kind of adjustment takes place in a black 

box environment where researchers only control inputs and results while the underlying operations are 

simulated and calculated based on assumptions. Nonetheless, Arjovsky et al., 2017's approach also studies the 

mathematical foundations of GANs, building a framework for a deeper understanding of how adversarial 

training works [15]. 

 

2.2. Previous Work 

Within the enormous area of application, the utilization of Generative Adversarial Networks (GANs) 

occupies numerous areas which are capable of classification, generalization, and feature extraction. The GAN 

models’ adaptability allows them to be used in almost any field, and therefore, listing all the applications is a 

challenging task. Many surveys made attempts to quantify the far-reaching activities of GAN models in their 

respective domains. In the study we give a brief summary of the different types of GAN models examined in 

the related works, offering a concise overview of their varied applications. 

In Z. Cai et al., 2021 work [16], the authors focus on cybersecurity by investigating application of deep 

learning methods in different areas. Our paper has the same scope, on the topic of employing the Generative 

Adversarial Networks (GANs) in the domain of malware research, and consists of both the generation and 

detection. In the paper of Z. Cai et al., 2021 [16], the machine learning research in cybersecurity is acquainted 

with the readers first. Their functionalities are explored through the enumeration of different adversarial 

networks. The author dives into the GAN's privacy and security details, which are discussed through various 

GAN models that have been designed to protect personal information. Besides, the article does comparative 

assessment of GAN-Based Mechanisms for Data Privacy Protection. The authors fully delve into the issue of 

model privacy and compares GAN-Based schemes for model privacy protection. This article focuses on the 

capabilities of various GANs in cybersecurity domains, illustrating the research results on the model 

robustness, malware detection, fraud prevention, vehicle security, industrial protocols, and more. Similarly, 

our research also focuses on how GAN models can be useful in detecting and safeguarding against malware 

and malicious activities. In further research, this paper recommends advancing GAN-based attack methods by 

lowering convergence rates, and resolving the mode collapse issue. Corresponding objective functions are 

defined, and probably approximately correct learning may be used for optimization of data volume. The GAN-

based adversarial sample detection should be employed in the practical applications. Android malware 

detection by statistics, dynamic analysis, and white-box attacks are shown as prospects of development. It is 

also important to continually improve bioinformatic identification and industrial protection with the help of 

GANs technologies. 

The paper Navidan et al., 2021 [17] reviewed GANs application in the cybersecurity and networking sector. 

The survey delves into various types of GAN models, categorizing their use cases into five main domains: 

mobile networks, network analysis, the Internet of Things, the physical layer, and cybersecurity. Remarkably, 

the authors built an interesting collection of the network related papers written using GANs, and each one was 

categorized on its merit. Additionally, the paper provides a set of qualitative assessment criteria common for 

this area, and compares the results of various GANs models on datasets obtained from the reviewed papers. 

Our research contributes by providing readers with knowledge on variety of GANs and their applications in 

computer and communication network areas. 

Similarly, Dong-Ok Won et al., 2022 [18], address the threat of detecting zero-day malware by developing 

a system that is able to learn and detect related situations that have been generated to mimic real cases. Proposed 

PlausMal-GAN model implements generative adversarial networks (GANs) to generate plausible malware 

images that are visually appealing and unique, making use of a existing malware data. The discriminator, as a 

detector, gets trained on both genuine and false characteristics. It has a very strong and stable prediction 

capacity for same group of zero-day-malware images which provides accurate prediction results on average 

across a different range of representative GANs models. The authors assess both the standard GAN strategy 

(min-max), least-squares strategy, heuristic approach and a mix of those, as well as for the DCGAN, LSGAN, 

WGAN and E-GAN models that are included in the proposed architecture. This demonstrates the seeming 

success of the framework in identifying and anticipating many new resembling zero-day malware instances 

especially during the testing and updating of malware detection systems. 

The primary objective of our survey is to offer readers a comprehensive understanding of the utilization of 

Generative Adversarial Networks (GANs). In other words, this research paper served as a bridge for those 

individuals who are interested in GANs and its applications in cybersecurity, particularly in malware and 

threat-related studies. Our overview provides a detailed examination that distinguishes itself from [5] and [19]. 

While aligning with these works, our paper explores various approaches, providing a deep analysis of the 
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current use of GAN models in computer malware research and network security along with the future usage. 

 

Table 1. Different topics discussed in the surveyed research paper. 

Topics Z. Cai et al., 2021 Navidan et al., 2021 Dong-Ok Won et al., 2022 

Malware Detection    

Fraud Detection    

Android Malware    

Bioinformatic-Based Recognition    

Android Security    

Industry Protocol    

Zero-Day Malware Detection    

Black-box API attacks    

Adversarial Examples    

Malware Classification    

Model Privacy    

Password attack    

Vehicle Security    

Botnet Detection    

Network Intrusion Detection    

Data Privacy    

 

Table 2. Different GANS Models discussed in surveyed research paper. 
GANS Model Z. Cai et al., 2021 Navidan et al., 2021 Dong-Ok Won et al., 2022 

Vanilla GAN    

CGAN    

DCGAN    

TGAN    

LSGAN    

WGAN-GP    

E-GAN    

BIGAN    

InfoGAN    

ACGAN    

WGAN    

BEGAN    

ProGAN    

MsgGAN    

CycleGAN    

 

We have cited three major papers that have already worked on Anomaly and Malware Detection. Table 1 

presents the findings on various aspects of those surveyed papers that belong to the Anomaly and Malware 

Detection categories. This table provides a cross tabulation of the areas of concern. Likewise, Table 2 shows 

the different types of GANs described in those research papers and their uses in Anomaly and Malware 

Detection. This analysis in that paper demonstrates the different GAN models employed in the field and shows 

how each type handles the problems associated with the identification of anomalies and malware type. In this 

way, the presented insights can shape further research in this rapidly evolving field and offer a systematic 

overview of the current state of knowledge, as found in the existing literature. 

 

2.3 Measuring Performance 

The evaluation of the machine learning models is done through the application of a range of conventional 

metrics. Those statistics are universally acknowledged and are popularly used for evaluation purpose. 

Generally speaking, the metrics involved would be the Confusion Matrix, Classification Accuracy, Precision, 

Recall, F1 Score, True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) as 

shown in Figure 2. 
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Figure 2. Performance Metrics for Machine learning Classifications, adopted from [20] 

 

True Positive, True Positive refers to the number of benign samples being correctly identified as benign 

samples. True Negative, True Negative refers to the sum of malicious samples being correctly detected as 

malicious samples. False Positive, False Positive is calculated based on the number of malicious samples being 

incorrectly identified as benign samples. False Negative, False Negative refers to the number of benign samples 

that are incorrectly identified as malicious samples. 

 

The classification accuracy of a model is simply measured by comparing the test samples that are correctly 

identified with total number of test samples. The accuracy of the model is given by: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (1) 

Precision is calculated by comparing the number of correctly identified benign samples to the total predicted 

as benign. It measures the model's accuracy in classifying instances as benign and emphasizes its ability to 

minimize misclassifications. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

The Recall (True Positive Rate or Sensitivity), represents the ratio between the accurate detection of benign 

samples and the total number of actual benign samples. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

F1 score is the harmonic mean of precision and recall, it serves as a composite metric that captures the 

fundamental balance between precision and recall. The unified evaluation of the model's overall performance 

is provided by it which is given by, 
 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  2 ∗  
𝑃𝑟𝑒𝑐𝑖𝑠𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

 

The Inception Score is a metric for human evaluation of the quality of image generative models that was 

developed by Salimans et al. and was published in 2016 [21]. This measure shows a particular good correlation 

with human evaluations of the generated images in the context of CIFAR-10 dataset. The Inception Score is a 

measure of a pre-trained Inception v3 Network on the ImageNet dataset, based on the network's outputs applied 

to generated images [22]. 

𝐼𝑆(𝐺) = exp (𝔼x  ̴ pg
 DKL (p(y|x) || p(y))) (5) 

where 𝑥  ̴ 𝑝𝑔  refers that x is an image sampled from  𝑝𝑔, 𝐷𝐾𝐿 (𝑝 || 𝑞)) is the KL-divergence between the 

distributions p and q,  𝑝(𝑦|𝑥) is the conditional class distribution, and p(y) =∫ 𝑝(𝑦|𝑥)𝑝𝑔(𝑥)
𝑥

 is the marginal 

class distribution. 

The Mode Score is the modified Inception Score [23] to overcome the sampling assessing issues by GAN. 

The Mode Score differs from the Inception Score in that it disregards the original probabilities. Since the 

generator results in few samples while the discriminator has more dominance, this score modifies the 

originating score [24]. Moreover, the Mode Score is an automated alternative to human annotators for quality 

evaluation of the DNA samples. Further details about Mode Score, including computational process, are 
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provided in the original article [25]. 

The Fréchet Inception Distance (FID) [26] which is arguably the most widely used metric for testing the 

feature similarity between real and fake images has gained much attention. The assessment of GAN resembles 

the most with the Fréchet Inception Distance (FID) that is analyzed using the Inception V3 model, which is 

pre-trained on the ImageNet dataset. This FID score was named due to the activation function obtained through 

the Inception V3 model, providing a tool for classifying how dissimilar those distributions of authentic and 

fake images are. 

Frechet Inception Distance (FID) technique for determining a "multivariate" normal distribution is as 

follows: 

𝐹𝐼𝐷 = || µ𝑥     −    µ𝑦  ||
2  − 𝑇𝑟( ∑

𝑥

+  ∑𝑦 − 2√∑𝑥  ∑𝑦 (6) 

where X and Y are the real and fake embeddings (activation from the Inception model) assumed to be two 

multivariate normal distributions. µ𝑥  and µ𝑦   are the magnitudes of the vector X and Y.  𝑇𝑟  is the trace of the 

matrix and ∑𝑥 and ∑𝑦 are the covariance matrix of the vectors. 

2.4. Datasets 

To uncover various aspects of research, our surveyed paper used some in-depth datasets. CSI data set for 

wireless sensing and the Microsoft Malware Classification Challenge Dataset were the most important datasets 

which shaped the results. Here is a summary of the datasets employed in the survey article that we selected. 

 

2.4.1 WIFI RSSI 

Wi-Fi RSSI dataset [27] is designed for indoor user detection by signal strength strengthening its use by 

smart homes, security (finding criminals), and access point user counting. The dataset is used as a tool for 

building an optimized model for monitoring devices, which can be used to identify user location via Wi-Fi 

signal strength measurement. Signal strength data from different routers is used, and are classified as a problem 

of map making. The training of neural networks employs a fuzzy hybrid of Particle Swarm Optimization & 

Gravitational Search Algorithm (FPSOGSA) to achieve a higher accuracy. The dataset is aimed at applications 

that are in-house with an emphasis on the most efficient indoor user detection using Wi-Fi RSSI. 

 

2.4.2 CSI 

The CSI dataset [28] is an important layer for wireless sensing applications, considering the cases of activity 

recognition, people identification, and people counting with the support of Wi-Fi connection device. The 

gathered dataset, using a monitor router with Nexmon CSI, encompasses seven activities, ten clients, and more 

than 13.5 hours of channel readings. It establishes 242 Wi-Fi OFDM data sub-channels within this 80 MHz 

band to ensure a better unified foundation for the development of Wi-Fi-based wireless sensing solutions. The 

related work [29] highlights the possibilities of throughputs from commercial WiFi systems by utilization of 

Channel State Information (CSI). It concentrates on the active points CSI variations produced by body 

movement for activity recognition. The approach is represented by the process of feature extraction from CSI 

data streams and using machine learning techniques, which leads to the development of behavior recognition 

models. 

 

2.4.3 Network traffic (KDD99) 

The dataset known as the KDDCUP'99 dataset, or Network Traffic KDD99 dataset [30], features is 

especially important because it was created for the purpose of assessing the modern intrusion detection systems. 

It is a multifaceted exploit that consists of different attacks such as the connection details, traffic stats, system 

calls, and the user’s authentication data. The data set permits the realization of multiclass classification, 

associating connections with safe and different attack types. Due to its numerous records, it can be used to 

develop models that would be helpful in security network. This is the reason why it is regarded as a critical 

data resource. 

2.4.4 Deepsig RadioML 2016.10A 

The "RADIOML 2016.10A" [31] historical dataset is a synthetic one which was created in GNU Radio 

programming. This library from Virtual Studio Technology introduced in 2016 contains 11 different types of 

modulation, 8 of which are digital while the remaining 3 are analog with different signal to noise ratios. These 

data were first reported at the 6th International Conference on GNU Radio. The 2016.05A data version is an 

updated and standardized version compared to the 2016.04C dataset, which is no longer available. The dataset 

may be designed for studies and experimentation in the domain of RF signaling processing and modulation 

characteristics. 

 

https://en.wikipedia.org/wiki/Trace_(linear_algebra)
https://en.wikipedia.org/wiki/Trace_(linear_algebra)
https://en.wikipedia.org/wiki/Covariance_matrix
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2.4.5 Microsoft Malware Classification Challenge Dataset 

The data of the Microsoft Malware Classification [32] has a large repository; its uncompressed size is 

almost 500 GB. The dataset is composed of nine well-known malware families that are covered by the entire 

dataset. This combination represents. For each malware file, the 20-bit hash is generated and then the integer 

is in turn converted into one of the family names. The raw data for every file is shown in a hexadecimal 

equivalent that represents the binary contents stripping off the headers such that only the analysis of the files 

is carried out without being biased. Concurrently with the raw data is given a text file, which has been enriched 

by different data like task names and strings which were obtained with the help of the IDA disassembler tool. 

The main issue of the participants was the classification of malware into the nine classes that had been already 

assigned. 

 

2.4.6 Malimg Dataset 

Malimg Dataset [35] includes 9,339 byteplot images of malware from 25 families. It is applied as a creative 

approach for malware visualization and classification based on the image processing [33]. Malware binaries 

are converted into gray images by utilizing visual resemblance across families. 

 

3. Variant Models of GAN 

The reviewed papers provide a quantitative study of different GANs and come with a more detailed analysis 

of their utilization. This part unravels the essence of GANs, where variety is emphasized and specific features 

are highlighted. 

 

3.1. CGAN 

The traditional GAN [14] do not have a control over the output. The drawback of the traditional Generative 

Adversarial Network (GAN) is resolved in the Conditioned Generative Adversarial Network (CGAN) [34], in 

which the model is built to a conditional form. By using the additional information "y" as we can see in figure 

3, both the generator and discriminator are connected to more information which is also labeled or comes from 

other modalities. This extra data is added to both the discriminator and generator as a new input layer. The 

whole conditioning system gives the model a capability to produce outputs with the specific features or 

characteristics on the basis of the provided auxiliary information [34]. 

 

Figure 3. The Architecture of Conditional GAN [34] 

 

 

3.2 DCGAN 

DCGANs, which was proposed by Radford [13] and currently is the most popular and best performing 

GAN architecture that uses convolutional layers, batch normalization, Rectified Linear Unit (ReLU) 

activations and strided convolutions as represented in figure 4. Attentive modifications include employing 

convolutional layers instead of fully connected layers and comprising particular architectural rules for both 

generative and discriminative parts. The intermediate layers in the generator more often use the ReLU 

activations, while the output layer uses tanh or sigmoid to make sure the pixel values are within the norm for 

image data. 
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Figure 4. The Architecture of DCGANs, adopted from [13] 

 

3.3 InfoGAN 

InfoGAN [35], which is an unsupervised learning model, the objective is modified to maximize the mutual 

information between a subset of noise variables and observed data. This is done by giving the model extra data 

that contains aspects of the desired features and responding random noise which results to an artificial image 

creation [36]. In the figure 5, we can see that G(z,c) is generator networks function where z represents a random 

noise and c represents additional conditional information. This change indeed leads to the revelation of 

interpretable representations, the performance is profitably manifested on multiple image datasets as well, 

including MNIST, CelebA, and SVHN. Such method implies that an information cost can be very effective at 

teaching the generative model to represent patterns that naturally emerge in data, thereby encouraging 

meaningful and disentangled representations. 

 
Figure 5. The Architecture of InfoGAN, adopted from [35] 

 

3.4 CycleGAN 

CycleGAN [38] is an images-to-images translation model that overcomes the challenge of unpaired training 

data. As we can see in the architecture of CycleGAN in figure 6, it extends Pix2Pix [39] by introducing a cycle 

consistency loss that helps the model to learn mappings between input and output domains without the need of 

one-to-one correspondence. Doing so supports numerous applications, for instance, changing SAR imagery 

into RGB or the other way around (source to target) by means of one model. The structure involves two 

generators and two discriminators that are trained at the same time, providing a variety of handling image 

translations with unpaired datasets. 

 
Figure 6. The Architecture of CycleGAN, adopted from [37] 
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3.5 ACGAN 

The Auxiliary Classifier Generative Adversarial Network (AC-GAN) is one of the latest models that 

introduces the specific cost functions to the latent space structure of a traditional GAN in order to increase its 

capabilities for image resolution tasks [40]. Odena et al., 2016 [40] aimed at classifying the structure of the 

natural images that would include the down-sampling scheme to extract the basic features. According to 

Navidan et al., 2021 [17, 41], one of the main differences between ACGAN and CGAN is about setting class 

labels. While CGAN train generator to be classifier itself, ACGAN employ an additional decoder network to 

predict the labels. The model's efficacy however did not end there, as it also created malicious code for system 

interference, as highlighted in [41]. 

 

3.6 BiGAN 

A crucial step forward in the development of GANs was the Bi-directional Generative Adversarial Network 

(BiGAN), which Donahue et al. [42] presented in 2017. The BiGAN structure incorporates three main 

components: a generator (G), a discriminator (D), and an extra encoder (E). They operate in a triangular 

relationship between each other. The generator does make the fake data, while the discriminator is responsible 

for the scrutinization of the real and the generated data. The last feature to be discussed is the encoder. It 

contributes to a bidirectional mapping between the data space and the latent space. This encoder performs not 

only real data to latent space mapping, but also synthetic data back to the same latent space fitting. Moreover, 

BiGAN [43] version has been studied further in the field of network intrusion detection. The objective here is 

to cut down on costs arising from extensive training while at the same time ensuring that the network data is 

sufficiently monitored by intrusion detectors. 

 

3.7 TGAN 

The model Temporal Generative Adversarial Nets (TGAN) [44] transforms the concept of video generation 

by introducing a dual-generator structure. Different with traditional ways, TGAN employs temporal generator 

which not only generates one latent variable at time but also changes it for every subsequent video frame. The 

purpose is to describe how the generator of the image finally synthesizes a complete video from these latent 

variables. The main goal of the inventive method is to make the grasping of momentary connections more 

accurate. The TGAN designers used the Wasserstein GAN model and introduced a new end-to-end training 

approach to ensure robustness during training. The time- and image-generating units show that the TGAN 

reaches a new level in semantic representations of unlabeled video content and generates lots of diversified 

and realistic video content. Moreover, Munoz et al., 2020 [45] presented a video generation model in this 

research which for the first time incorporated both natural spatiotemporal modeling and avoidance of 

computationally complex 3D architectures. 

 

3.8 LSGAN 

Classical GANs apply the sigmoid cross-entropy loss for training the discriminator, whereby it's possible 

to obtain vanishing gradients. To deal with this issue, LSGANs (the Least Squares Generative Adversarial 

Networks) is employed in the article [46] and it is applied least squares loss function for the discriminator. The 

adoption of LSGANs presents two notable advantages over regular GANs: the formation of better-quality 

images and higher stability in the algorithms learning process. This points out the effectiveness of LSGANs in 

unsupervised learning and expands their application conditions. 

 

3.9 WGAN 

The Wasserstein GAN (WGAN), whose conference paper was published in 2017 [47], introduces a unique 

approach to solve the problem encountered in the Generative Adversarial Networks (GANs). Unlike the 

common type of GANs based on the sigmoid cross-entropy loss function, which can be associated with 

vanishing gradients, WGAN instead relies on the Wasserstein distance, also known as Earth Mover (EM) 

distance. The main goal of the proposed WGAN architecture is to ensure stable training process, avoid mode 

collapses, give helpful learning curves for model optimizing (e.g. debugging and hyperparameter tuning). The 

distance and divergences between our two separate distributions: Pr, Pg ∈ Prog(X), such that Prob(X) is the 

“space of probability measures defined on X” [47]. We are computing the distance between the two 

distributions by the Total Variation (TV) distance which is defined as,  

 

δ(ℙ𝑟 , ℙ𝑔) = 𝑠𝑢𝑝
𝐴∈𝛴 

|ℙ𝑟(A) − ℙ𝑔(A)| (7) 

The Kullback-Leibler (KL) and the Jensen-Shannon (JS) divergence are given as, 

KL (ℙr||ℙg)  = ∫ log (
Pr(x)

Pg(x)
) Pr(x)dµ(x) 

(8) 
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where both ℙ𝑟  and ℙ𝑔  are assumed to be absolutely continuous, and therefore admit densities, with respect to 

the same measure µ defined on 𝑋2The KL divergence is famously asymmetric and possibly infinite when there 

are points such that P𝑔 (x) = 0 and P𝑟(x) > 0. 

 

JS(ℙr,ℙg) = KL (ℙr||ℙm) + KL (ℙg||ℙm) (9) 

 

Where, ℙ𝑚 is the mixture (ℙ𝑟+ ℙ𝑔)/2. This divergence is symmetrical and always defined because we can 

choose µ = ℙ𝑚. The core of WGAN (Wasserstein Generative Adversarial Network) contains EM-distance – a 

distance generated by the Earth-Mover equation. In contrast to binary evaluations, the EM-distance determines 

the gradual distance between the produced results and the sought goals. This brings stability and performance 

to the WGANs. 

𝑊(ℙ𝑟 , ℙ𝑔)  =
𝑖𝑛𝑓

𝛾 ∈ 𝛱(ℙ𝑟 , ℙ𝑔) 
𝔼(𝑥,𝑦)~𝛾[||𝑥 − 𝑦||] (10) 

 

where Π (ℙ𝑟 , ℙ𝑔) denotes the set of all joint distributions γ(x, y) whose marginals are respectively ℙ𝑟  and ℙ𝑔. 

Intuitively, γ(x, y) indicates how much “mass” must be transported from x to y in order to transform the 

distributions ℙ𝑟  into the distribution ℙ𝑔. The EM distance is the “cost” of the optimal transport plan. 

 

3.10 WGAN-GP 

The Wasserstein Generative Adversarial Network with Gradient Penalty (WGAN-GP) is an extension of 

the Wasserstein GAN (WGAN) that addresses potential issues related to weight clipping in the original 

WGAN. Proposed by Gulrajani et al. in 2017 [48], WGAN-GP introduces a gradient penalty term to the loss 

function as a regularization technique, eliminating the need for weight clipping. This modification improves 

the stability of the training process and mitigates potential mode collapse issues observed in standard GANs. 

 

The WGAN-GP loss function includes the Wasserstein distance term and the gradient penalty term: 

 

𝐿 =
𝔼

𝑥 ̃~ℙ𝑔

 [𝐷(𝑥 ̃)]– 
𝔼

𝑥 ~ℙ𝑟

 [𝐷(𝑥)]  +  ⋋  
𝔼

𝑥 ̃~ℙ𝑥

 [(|| ▽𝑥  𝐷(𝑥̂)||2 − 1)2] (11) 

 

Where, 
𝔼

x ̃~ℙg
 [D(x ̃)]– 𝔼

x ~ℙr
 [D(x)]  is the original critic loss, λ is the gradient penalty coefficient and ⋋

 𝔼
x ̃~ℙx̂

 [(|| ▽x̂  D(x̂)||2  − 1)2]    is the gradient penalty. 

 

3.11 E-GAN 

Evolutionary Generative Adversarial Networks (EGAN) [49] departs from standard GANs in its 

incorporation of an evolutionary algorithm. In EGAN, a grouping of producers {G} continues to evolve in the 

discriminator-defined ecosystem. For every generator in the population, a spot in the solution space of the 

generative network will be assigned. The evolutionary process involves three stages at each step: Another 

method, called variation, creates various children from the parents after they randomly mutate; while evaluating 

them using a fitness function that takes the discriminator as an argument and selecting those who are better. 

Discriminative network (D) changes continuously, as it is responsible to tell apart the real and generated 

samples, and it provides an adaptive loss for driving the evolution of the generator population. 

 

𝐿𝐷   =    ̶ 𝔼𝑥~𝑝𝑑𝑎𝑡𝑎
[𝑙𝑜𝑔 𝐷(𝑥)] −  𝔼𝑦 ~ 𝑝𝑔

[𝑙𝑜𝑔 (1 − 𝐷(𝑦))] (12) 

 

The fitness function gives feedback about the quality of samples that are generated in the current 

discriminator environment and this guides the evolution of the population towards having leading solutions. 

 
3.12 BEGAN 

The BEGAN model introduced by Berthelot et al. in 2017 [50], is generated by the aim of achieving 

equilibrium between generator and discriminator dynamics. This model applies a autoencoder-based 

architecture, including a notion of diversity in the loss function. The equilibrium is kept by ensuring the 

diversity ratio is maintain, the model can achieve stable and high-quality image. The BEGAN Loss function is 

given as, 

 
LD = L(x) – 𝑘𝑡 . L(G(𝑧𝐷))                                             for ѳ𝐷 (13) 
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LG = L(G(𝑧𝐺))                                                                for ѳ𝐺  

𝑘𝑡+1 =  𝑘𝑡 + ⋋𝑘 (γL(x) – L(G(𝑧𝐺)))                        for each training step t 

 
3.13 ProGAN 

The ProGAN is a breakthrough in the field of generative adversarial network architectures, achieved by 

Karras et al. [51] in 2017. Such technique is created by rising the resolution step by step in training 

corresponding to building more layers of both generator and discriminator networks. The sequential 

development makes the model to first of all handle major structures in the images distribution and then goes to 

details. Simultaneous growth of generator and discriminator networks, with carefully tuned addition of new 

layers, makes the process stable and robust. The ProGAN distinguishes from other models as it is able to 

generate high-quality images of high-resolution by using modern loss functions like WGAN-GP and LSGAN. 

This method agrees with the concept of getting easier questions at first while in training, what maintains the 

model’s success. 

 
3.14 MsgGAN 

MsgGAN, the Multi-Scale Gradient Adversarial Generative Network, offers a solution providing these 

GANs with stability to quickly adapt to any new data sets. Per Karnewar & Wang, 2020 [52], MSGGAN 

resolves the problem of noisy gradients in 2018 by allowing for a multi-scale transfer of gradients from the 

discriminator to the generator. In this way, it creates an even higher resolution image synthesis that can be used 

as an effective substitute to standard progressive growing techniques. The MSGGAN protocol performance is 

stable under different datasets, resolutions, domains, loss functions, and network architecture - exceeding or 

matching the best GANs in the majority of cases. 

 

4. Areas of Use 

The emergence of Generative Adversarial Networks (GANs) has demonstrated that these tools are entirely 

interdisciplinary with applications in a variety of fields, including cybersecurity. These powerful models are 

not limited to a singular task; they find a multitude of applications through cybersecurity categories. Here 

GANs brought in to improve different areas of vulnerability in the system and provide new solutions and 

insights in this field. Here we demonstrate different areas where GANs have a potential and, by that, explain 

why these algorithms have such a wide use and why they are so important to the progress of the whole field. 

 

4.1. Anomaly Detection 

Anomaly detection based on GANs has been gaining in popularity because attacks are growing ever more 

complicated and new detection methods are needed. Chandola et al., 2009 [53] systematically covered the field 

of anomaly detection through an in-depth analysis of challenges, anomaly types, and various detection 

methods. Specifically, Schlegl et al., 2019 [54] proposed AnoGAN, which is based on the deep convolutional 

generative adversarial network (DCGAN) [13] and trains a generator and discriminator on the normal data 

through unsupervised learning. Efficient GAN-Based Anomaly Detection (EGBAD) was proposed by Zenati 

et al., 2018 [55] which makes use of the BiGAN [42] architecture allowing learning of an encoder mapping 

input samples to the latent representations during the adversarial training. Akcay et al., 2018 [56] demonstrated 

GANomaly approach, and Luo et al., 2022 [57] worked on convergence issues using exponential weighted 

moving average methods and Convolutional Autoencoders. Furthermore, Xia et al., 2022 [58] have 

summarized the issues, predicted the trends and given the research directions for the future. In the addressing 

of industrial limitations, Goetz & Humm, 2023 [59] presented an unsupervised, decentralized, real-time 

anomaly detection concept for cyber-physical production systems using multiple 1D convolutional 

Autoencoders. Similarly, Lim et al., 2024 [60] carried out a systematic review on GANs and their effectiveness, 

with suggestions for future research directions. The repeated enhancement of anomaly detection methods that 

overcomes the limitations while adding more capabilities is the key feature of GANs in anomaly detection. 

 

4.2 Cyber Intrusion and Malware Detection 

The application of the Generative Adversarial Networks (GANs) in cybersecurity also extends to different 

applications such as defending against malicious traffic and improving the capability of Intrusion Detection 

Systems (IDSs). Reflecting the vulnerability of IDS to adversarial examples [61], Usama et al., 2019 suggested 

a Generative Adversarial Network-based attack that used the traffic features, making the IDS unable to detect 

malicious traffic. To this end, a GAN-based defense was applied to enhance the resilience of IDSs against 

security breaches. In the last method, an innovative method called IDSGAN is proposed, based on WGAN 

[62], which generates adversarial attacks with the aim of bypassing the detecting system. It does that based on 

the generated generator, discriminator, and black-box IDSs following an unknown architecture of IDSs in real 
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environments. This shows the GANs capability in fitting any environment like in-vehicle networks, where the 

need for high intrusion detection accuracy is a priority for driver’s and passengers’ safety. Seo et al., 2018 [63] 

suggested a GIDS (GAN-based IDS) for detecting unknown attacks, and this system was shown to be an 

excellent real-time intrusion detector with superior performance reported. 

Salem et al., 2018 [64] employed GANs as a weapon to solve the skew problem in HIDSs by converting 

normal data to anomalies that were so successfully dealt with, the HIDSs' performance improved significantly. 

Likewise, GAN for Android malware identification by Shahpasand et al., 2019 [65] is used for black-box 

attacks which the adversaries know nothing about the inside of the network. In this case, GANs are the driving 

force of such attack campaigns in that they provide the attackers with adversarial variations that enable them 

to manipulate the malware code and consequently avoid detection. In addition, GANs have been instrumental 

in the study of malware across varied operating systems including Linux and Windows among others. Kargaard 

et al, 2017 [66] applied GANs in malware detection by transforming malware binaries into image for GAN 

training. Kim et al. [67, 68] introduced an approach called the transferred deep convolutional generative 

adversarial network (tDCGAN) for zero-day malware detection. This example of GANs demonstrates the 

adaptability of GANs to deal with different types of malwares on different operating systems. These 

applications show a wide range of GANs applications in cybersecurity: from traffic perturbation and intrusion 

detection up to malware or pattern-lock system security. 

 

4.3. Security Attacks 

Generative Adversarial Networks (GANs) are widely implemented in the security domains for the purpose 

of stimulating and manipulating data. One of the key roles of GANs in cybersecurity is the generation of real 

but synthetic samples which help in the study of vulnerabilities, penetration testing and the development of 

defense mechanisms. Imitating the patterns and behaviors, GANs have an ability to strengthen the systems 

against the possible APTs (Advanced Persistent Threats). The studying by Chowdhary et al., 2023 [69] presents 

a novel autonomous web application security testing framework based on the Generative Adversarial Networks 

(GANs) in order to detect vulnerabilities, even the corresponding emerging threats, such as Cross-Site Scripting 

(XSS) [70] and SQL Injection [71]. The framework uses semantic tokenization for extracting key features for 

XSS attacks and conditioned sequence GAN for producing attack payloads. Moreover, vulnerable passwords 

such as those used by Hashcat [72] and JtR [73] can be cracked rapidly, and therefore, represent a great threat 

to IoT networks. Recent efforts to better the password-cracking efficiency have considered techniques like the 

Markov model [74] and probabilistic context-free grammar (PCFG) [75]. More significantly, PassGAN has 

introduced the incorporation of Generative Adversarial Networks (GANs) as a novel approach. The Nam et 

al., 2020 [76] propose a more advanced model which is constructed on top of the improvements done in 

PassGAN and PCFG [77]. The Cyber-Physical Production System (CPPS) [77] is vulnerable to cross-domain 

attacks from the complex interactions between the cyber and physical environments. To deal with this 

weakness, Chhetri et al., 2019 [78] conceived GAN-Sec that is based on CGAN (conditional generative 

adversarial network). Through the implementation of GAN-Sec, it is possible to determine whether the key 

security parameters such as confidentiality, availability and integrity, are appropriately adhered to. Rigaki et 

al., 2018 [79] propose using GANs that generate network traffic and consequently allow malware to mimic 

other network patterns by GAN-obtained parameters inclusion in the source code of malware. In conclusion, 

GANs play an important role in cybersecurity by imitating data patterns, conducting penetration testing, 

scanning for vulnerabilities, and exposing the security weaknesses in password. This adds to the effectiveness 

of cybersecurity. 

 

5. Challenges and Future Improvements 

Generative Adversarial Network (GAN) has an unparalleled impact on the aspects of contemporary human 

existence today. In this section, we are discussing about challenges and the improvements of GANs that we 

can do in the future: 

 

5.1. Transfer learning and generalization capabilities 

Generative models, although effective, can encounter difficulty in adapting acquired information to new 

and diverse conditions which restrict their practical marketability in real-life situations [80]. Scientists are on 

the lookout for various approaches like transfer learning [81], meta-learning [82], and domain adaptation that 

could be used to make the generalization capabilities of generative models better. This is very critical for 

diffusion to different sectors. Contrary to GAN-based anomaly detection models, the main disadvantage is that 

they face difficulties to adapt to diversified network structures, consequently, leading to their subpar 

performance across different datasets [81]. The main problem is generalizing the acquired knowledge outside 

the particular area the system was trained in. For this issue the answer is to let transfer learning skills developed, 

which should allow the model to acquire knowledge from domain one and apply it successfully in various 

settings without considerable retraining. In the next experiment, we will have to improve the transfer learning 
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methods mainly by preventing the negative transfer and exploring unsupervised methods. This would increase 

the model's robustness, freeing it from dependence on labelled data in such a case. However, the anomaly 

detection in GAN-assisted anomaly setting remains difficult due to inefficient GAN architectures, vulnerability 

to adversarial attacks and lower interpretation capability. Research and development work in this field may 

demonstrate more effective and productive techniques of network anomaly detection. 

 

5.2. Hyperparameter optimization 

A little acknowledged subject in discrepancy detection within `GANs is the role of hyperparameter choice 

on the model performance, reported by Soenen et al., 2021 [83]. Hyperparameter optimization involves fine 

tuning the different areas of the GAN and tries to tune down learning rates and network architectures, activation 

functions, and loss functions to come up with an optimal balance for improvement of anomaly detection 

effectiveness. Future work on improving the GAN-based methods could focus on the new model’s architectures 

and the training strategies, as proposed in the work by Xia et al., 2022 [84]. Moreover, the progression of GAN 

improvement could be achieved by implementing visualization techniques for attention maps obtained by 

residual channel attention module [85]. Efforts to strengthen GANs may include a review of aids and 

techniques and devising methods of correcting the missing values [86]. These fields of study are having a 

positive impact on the GANs performance in the area of anomaly detection and the cybersecurity sector is 

taking special interest in understanding the issues of model performance, comprehensibility, and reliability. 

 

5.3. Legal and Regulatory Challenges: Navigating the Legal Landscape 

Developing AI techniques at a remarkable speed brings some cyber security issues, especially the 

intellectual property and liability problems associated with anomaly detection. The generation of content that 

might be similar to copyrighted material poses issues of ownership and attribution which become the domain 

of the legal framework in relation to generated content. These consequences are especially important for the 

cybersecurity community which will face such problems as in the cases of misinformation or malicious use 

where the role of liability is still vague. Resolving these legal and regulatory issues calls for combined 

participation of policy makers, legal experts, AI community to suggest rules for ownership and liability. In 

network security and anomaly detection, the field of integrative generative AI holds huge potential for 

transformation. Nevertheless, legal and ethical issues should be taken into account as well as the solution of 

the technical difficulties so that the deployment will be performed in a safe way and to promote innovative 

solutions in the fight against cyber threats. Through creating a cooperation between academia, industry, and 

regulatory institutions, an interdisciplinary approach could be achieved by incorporating technological 

developments, ethical rules, and legal regulations to improve generative AI technologies in the field of 

cybersecurity. 

 

6. Conclusion 

In conclusion, this research work aims to present an extended review of Generative Adversarial Networks 

(GANs) and their usefulness in malware analysis and computer security. In light of these questions, the present 

paper provides a good starting point for understanding the potential of GANs in anomaly and malware detection 

by analysing the current state of GAN fundamentals, finding the deficits in the existing research, and discussing 

the evaluation metrics. The discussion sheds adequate light to several GAN models – Deep Convolutional 

GANs (DCGANs), Conditional GANs (CGANs), and Wasserstein GANs (WGANs) while enumerating their 

distinguishing features and areas of application. GANs hold great potential to improve the working of IDSs, 

malware identification, and anomaly detection along with producing realistic datasets and emulating attacks. 

Contrary to the traditional systems, the GANs play a dual role both as a shield against cyber-attacks and as 

enabler of an attack. 

To guide future research, the following recommendations are made: The future work should focus on 

improvements in various training methods and better tuning of the model for enhancing the developments of 

GAN. Researchers need to concentrate on collecting better quality sets of data and focusing on issues like 

stability in training process and adversarial robustness. Further, the proposed idea of incorporating transfer 

learning and generalization of GANs in various tasks and datasets will enhance the performance of GANs even 

further. Hyperparameter tuning is also required to enhance the model’s accuracy, and, therefore, the ability to 

generate more accurate outcomes. Further research works have more useful applications of GANs in advanced 

neural cryptography and better attack representations that are beyond the current cybersecurity measures. Thus, 

establishing comprehensive knowledge about GANs and their multifaceted usages, researchers can make a 

huge leap in furthering the developments in network security. This detailed examination also seeks to 

encourage and guide more research initiatives on the constantly growing cybersecurity domain, specifically in 

the field of anomaly and malware detection, thus assuring GANs’ steady and significant contribution to 

combating current and future cyber threats. 
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Appendix A: List of Abbreviations 
Abbreviation Description 

ACGAN Auxiliary Classifier Generative Adversarial Network 

AI Artificial Intelligence 

BEGAN Boundary Equilibrium Generative Adversarial Network 

BiGAN Bi-directional Generative Adversarial Network 

CGAN Conditioned Generative Adversarial Network 

CIFAR-10 Canadian Institute for Advanced Research - 10 

CNN Convolution Neural Network 

CPPS Cyber-Physical Production System 

CSI Channel State Information 

CycleGAN Cycle-Consistent Generative Adversarial Network 

DCGAN Deep Convolutional Generative Adversarial Network 

DP-SGD Differentially-Private Stochastic Gradient Descent 

E-GAN Evolutionary Generative Adversarial Network 

EM Earth Mover 

FID Fréchet Inception Distance 

FPSOGSA Fuzzy hybrid of Particle Swarm Optimization & Gravitational 

Search Algorithm 

GAN Generative Adversarial Network 

GNU GNU's Not Unix 

HIDS Host-based Intrusion Detection System 

IDS Intrusion Detection System 

InfoGAN Information Maximizing Generative Adversarial Network 

JtR John the Ripper 

KDD Knowledge Discovery in Databases 

KL Kullback Leibler 

LSGAN Least Squares Generative Adversarial Network 

MalGAN Malicious Generative Adversarial Network 

ML Machine Learning 

MsgGAN Multi-Scale Gradient Generative Adversarial Network 

OFDM Orthogonal Frequency Division Multiplexing 

PassGAN Password Generative Adversarial Network 

PATE-GAN Private Aggregation of Teacher Ensembles Generative 

Adversarial Network 

PCFG Probabilistic Context Free Grammar 

PII Personally Identifiable Information 

Pix2Pix Image-to-Image Translation with Conditional Adversarial 

Networks 

PlausMal-GAN Plausible Malware Generative Adversarial Network 

PPAPNet Privacy-Preserving Adversarial Protector Network 

ProGAN Progressive Generative Adversarial Network 

RadioML Radio Machine Learning 

RSSI Received Signal Strength Indicator 

tanh hyperbolic tangent 

tDCGAN Transferred Deep-Convolutional Generative Adversarial 

Network 

TGAN Temporal Generative Adversarial Nets 

WGAN Wasserstein Generative Adversarial Network 

WGANGP Wasserstein Generative Adversarial Network with Gradient 

Penalty 

XSS Cross-Site Scripting 
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