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Abstract

Creating job postings and selecting suitable candidates among these job postings is a challenging process. This process increases the workload
of human resources and causes the process to proceed slowly. It is of great importance for human resources departments to utilize
information processing technologies to create job postings effectively and to evaluate the CVs of applicants to these postings. This study
introduces and analyzes two different technologies that can help human resources. In the process of preparing job advertisements in the field
of IT, in the first stage, the word cloud method is used to decide which keywords should be emphasized in the advertisement texts. In the
second stage, the resumes of the applicants are analyzed using three different deep learning models such as CNN (Convolutional Neural
Network), GRU (Gated Recurrent Unit), and LSTM (Long Short-Term Memory) for classification purposes. While the performance of these
models is evaluated using metrics such as accuracy, MCC, F; score, and MSE, the decision-making processes of the models with explainable
artificial intelligence are also analyzed. In this context, the GRU model, which achieved an accuracy of 99%, provided the most superior result
in this study and the literature. This research shows that deep learning models provide high accuracy rates and efficiency in human resources
resume classification and candidate matching processes. It also explains that using the word cloud method, the most appropriate keywords
can be identified, and advertisements can be created.
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Insan kaynaklari siireglerinde yapay zeka modellerinin uygulanmasina bir
ornek

Oz

is ilani olusturmak ve bu is ilanlari arasindan uygun adaylari segmek zorlu bir siiregtir. Bu siireg insan kaynaklarinin is yiikiini arttirmakta,
siirecin yavas ilerlemesine neden olmaktadir. insan kaynaklari departmanlarinin etkin bir sekilde is ilani olusturabilmesi ve bu ilanlara yapilan
basvurularin 6zgegmislerinin degerlendirilmesi siireglerinde bilgi islem teknolojilerinden yararlaniimasi biyiik bir 5neme sahiptir. Bu galisma,
insan kaynaklarina yardimci olabilecek, iki farkl teknolojinin tanitimini ve analizini yapmaktadir. Bilgi islem teknolojileri alaninda is ilanlarinin
hazirlanmasi stirecinde, ilk asamada kelime bulutu yontemi kullanilarak ilan metinlerinde hangi anahtar kelimelerin vurgulanmasi gerektigine
karar verilir. ikinci asamada, basvuran adaylarin 6zgecmisleri, siniflandirma amaciyla CNN (Convolutional Neural Network), GRU (Gated
Recurrent Unit) ve LSTM (Long Short-Term Memory) gibi lg¢ farkli derin 6grenme modeli kullanilarak analiz edilmistir. Bu modellerin
performanslari, dogruluk, MCC, F; score ve MSE gibi metrikler kullanilarak degerlendirilirken, agiklanabilir yapay zeka ile modellerin karar
verme sliregleri de incelenmistir. Bu cergcevede, %99'luk bir dogruluk basarisi sergileyen GRU modeli, bu ¢alisma kapsaminda ve literatirde
elde edilen en Gstiin sonucu saglamistir. Bu arastirma, derin 6grenme modellerinin, insan kaynaklari alaninda 6zge¢mis siniflandirma ve aday
eslestirme sureglerinde yliksek dogruluk oranlari ve verimlilik sagladigini géstermektedir. Ayrica, kelime bulutu yontemi kullanilarak en uygun
anahtar kelimelerin belirlenerek ilanlarin olusturulabilecegini de anlatmaktadir.

Anahtar Kelilmeler: Ozgegcmis Slnlflandlrma, Yapay Zelfa Destekli Insan Kaynaklari Otomasyonu, Dogal Dil JEL Kodlari: 015, M12, M15
Isleme, Metin Siniflandirmasi, Agiklanabilir Yapay Zeka
Introduction

As one of the cornerstones of the modern business world, Human Resources (HR) plays a critical role in achieving an organization's
strategic goals. Work in this field covers a wide range of areas, from employee recruitment, training and development,
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performance management, compensation, and benefits management (Mezhoudi et al.,, 2023). The main purpose of human
resources is to effectively manage and develop human capital, the most valuable asset of an organization. It is a strategic
investment to help employees achieve their career goals and increase the organization's overall productivity and competitiveness.
Today, with technological advances and globalization, HR practices are constantly evolving, and organizations are faced with new
challenges such as diversity, flexible working patterns, and increasing employee engagement. In this context, Human Resource
management has become an indispensable strategic partner for successfully managing and future-proofing organizations.

Recruitment is one of human resources management's most critical and strategic activities. This process aims to bring the right
talent to the company and involves identifying, assessing, and selecting candidates (Smith, 2021). A successful recruitment process
starts with a detailed analysis of the positions needed, followed by preparing an effective job advertisement and selecting suitable
candidates from among the applications. This process aims to find the most suitable person to meet the candidate's and
organization's needs and expectations. Recruitment is not only about finding qualified individuals but also about selecting people
who will fit into the company culture and contribute in the long term. Therefore, an effective recruitment process plays a vital
role in the organization's success.

Today, with the digitalization of companies and the pandemic, the vast majority of recruitment processes (such as personnel
advertisements and collection of resumes) take place online. In order to carry out the processes in a healthy, fast, and accurate
manner, the human resources department needs to use technology more effectively (Poulose et al., 2024). For example, processes
such as analyzing the personnel correctly in the recruitment advertisement, giving the right keywords, or examining and analyzing
the collected resumes correctly must be carried out quickly and accurately. Effective use of technology can help human resources
carry out these processes quickly and efficiently and make the right decisions.

With the increasing use of information technologies in companies, human resources processes have also adapted. With the
developments in recent years, the use of Artificial Intelligence (Al) in automation systems is increasing. Al can be defined as the
development of computer systems or algorithms that mimic human-like thinking, learning, decision-making, and problem-solving
abilities. Al can be used for many different purposes in human resources processes. Al automates CV screening, candidate
matching, and pre-assessment processes in recruitment, helping to identify the most suitable candidates quickly and objectively.
By analyzing the experience, skills, and competencies of candidates, Al-supported tools select the most suitable candidates for
open positions and accelerate the recruitment process. Another human resources process where Al is used is performance
evaluation. Continuous monitoring and evaluation of employee performance can increase objectivity and precision in processes.
In order to reduce the workload of human resources, chatbots, and virtual assistants can be utilized to improve the employee
experience and increase employee engagement. When used in in-house training processes, it can offer personalized training
programs in line with employees' individual learning styles and needs. Examining employees' performance data and learning
progress, Al recommends the most appropriate training materials and modules. While traditional HR methods can be inefficient
and subjective at times, Al-based solutions are reshaping the field by automating processes and making data-driven decisions. Al-
supported human resources systems make human resources processes very fast while ensuring that the decisions made in the
process are made with high accuracy. Companies with these systems have come to the forefront in their sectors.

The use of Al in the recruitment and selection stages of the human resources process has the potential to ensure efficiency and
objectivity for both employers and candidates. Al technologies can quickly and accurately assess candidates' skills, experience,
and suitability, thus improving and optimizing recruitment. By scanning candidates' resumes and application forms, Al can
automatically identify the candidates who best match the job description and requirements. These systems can rank candidates
based on criteria such as specific keywords, skills, education levels, and work experience and highlight the most suitable
candidates. In addition, Al-supported human resources or resume analysis systems allow students to closely examine the pulse
of the sectors and provide students with information about the features, such as technology and language, that they need to know
according to the fields in which they want to work. While enabling students to plan their education accordingly, it also allows
educational institutions to keep their curricula up-to-date.

This study was conducted to improve two human resources processes in information technology companies by using natural
language processing methods, one of the Al fields. The first of these processes is to identify the keywords that can be used in the
job advertisement to be created for the personnel need, and a solution is proposed with a word cloud. In addition, this word cloud
method provides preliminary information about what those who plan to work in information technologies should know according
to the field. In the second process, the resumes of the personnel sought in the job advertisement are quickly analyzed and
classified with natural language processing models to ensure automatic and accurate analysis of the initial evaluations of the
resumes.
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The contribution of this study to the literature is as follows:

Word cloud, which is one of the natural language processing techniques, is used to determine the right keywords that can be used
in recruitment advertisements.

It is a recent example of using natural language processing techniques in human resources, a fairly new field of study.

In addition to natural language processing techniques, Gated Recurrent Unit (GRU), Long Short-Term Memory (LSTM) models, this
is the first study to use the Convolutional Neural Network (CNN) model, which is a deep learning model for the correct classification
of CVs.

It is one of the rare studies on resume classification that shows how a model works on a resume with explainable and interpretable
Al.

The next section of this paper presents the literature on resume classification. The third section presents the methodology of this
study. The methodology section describes the dataset, models, and metrics used in the study. In the third section, the results
obtained in this study are presented, and the results are explained in detail. In the last section, a comparison is made with the
literature, and information about its future use is given.

1. Literature Review

In recent years, with the advances in artificial intelligence technologies, information technology systems have started to play a
critical role in the automation of human resources processes in areas ranging from assessing higher education students to
analyzing professional experience. This literature review will detail the diversity and effectiveness of methods developed for
different applications, such as classification of student and job applications, curriculum vitae enhancement and error detection,
knowledge extraction, and matching. The literature review presents studies on these three different applications.

Before moving on to the studies in the literature, it is necessary to mention the accuracy metric, the most frequently used metric
in the studies, to make comparisons within the scope of this study. The accuracy metric refers to the number of correctly
performed classification results divided by the total amount of data. The closer the accuracy value is to 100%, the better the result
is considered to be.

1.1. Resume Classification and Assessment

Haddad and Mercier-Laurent (2021) conducted a study to automate the pre-selection and assessment of higher education
students for use in recruitment processes. The evaluation system used classification algorithms using machine learning according
to 4 main categories: personal information, academic background, professional experience, and social and technical skills. They
used Naive Bayes Classifies, Support Vector Machine (SVM), and Random Forest machine learning models. The accuracy results
of these models are 64%, 69%, and 78%, respectively. Pal et al. (2022) tried to classify resumes with machine learning methods.
Within the scope of this study, they collected data from 3 different websites (kaggle.com, glassdoor.com and indeed.com). They
used 70% of the collected data as training and 30% as testing. They used SVM, Naive Bayes, and Random Forest machine learning
methods and achieved 60%, 45%, and 70% accuracy, respectively. Another study used machine learning models SVM, Naive Bayes,
K-Nearest Neighbor, Logistic regression, and Term-Frequency-Inverse-Document-Frequency (TF-IDF) to classify job applications
with resumes with available vacancies. For this Resume Classification System (RCS), it was observed that the SVM model used with
the One-Vs-Rest-Classification strategy achieved a validation value of around 96% (Ali et al., 2022). In another study, a resume
recommendation system was developed to classify and match candidate resumes with advertisements. In this study, 4 machine
learning methods (Random Forest, Multinomial Naive Bayes, Logistic Regression, Linear Support Vector Machine Classifier) were
used for classification. At the same time, cosine similarity and k-NN were preferred for matching. They obtained an accuracy of
approximately 78% with the Linear Support Vector Machine Classifier method in resume classification (Roy et al., 2020, p. 2318).

1.2. Resume Enhancement and Error Elimination

In another study, Bert Regression, Linear Regression, Decision Tree, Support Vector Regression (SVR), and Random Forest were
used to develop a Natural Language Processing (NLP) and rule-based content scoring system to eliminate errors in the resumes
prepared by undergraduate students and recent graduates and to improve the resumes. Mean Absolute Error (MEE) was used to
measure success, and 4 sections of the resume (Profile, Education, Projects, and Technical Skills) were analyzed. The Bert
Regression model gave the best result, and the values of 0.0667 for Profile, 0.7333 for Education, 0.5333 for Project, and 1.2667
for Technical Skills were obtained (Weerasinghe et al., 2023, p.1). Bharadwaj et al. (2022, p. 238) tried to categorize CVs according
to the skills they contain according to various job options using NLP and LSTM. In this study, model success was not measured with
any metric. It is seen that it is provided to be analyzed with a simple interface so that every user can use it.
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1.3. Information Extraction and Matching

In another study, a structure consisting of 3 parts was developed in order to extract important information from resumes and sort
them according to company requirements. In the second part, they extracted meaningful data from unstructured data. In the last
stage, they made an evaluation with a decision tree. Approximately 80%- 85% accuracy was obtained with the decision tree (Reza
& Zaman,2022). Another study, developed for employers, ranked resumes using the word2vec algorithm, taking into account
skills, experience, education, and location. Also, in this study, after ranking, resumes and employers were matched using the Gale-
Shapley algorithm (Pudasaini vd.,2022). In another similar study, an application that can be updated according to the needs of an
organization was developed to analyze the resumes received for a job advertisement with headings such as educational
qualifications, skill sets, and technical subjects by machine learning. An application was proposed for this, but the successful results
of the machine learning used were not given (Harsha et al., 2022, p. 1772).

Machine learning and natural language processing techniques were used to predict personality traits in a study conducted to
analyze personal information in a CV by adding a quiz alongside the CV. The methods used were KNN, Linear Regression, Logistic
Regression, SVM, and Random Forest. The best accuracy result in this study was obtained with Random Forest with 80.2% (Anusha
etal.,, 2023, p. 1179). In another study on software engineering candidates, a character positioning technique matched words and
phrases to extract candidate information. From the extracted information, a resume summary was created, and a scoring system
was created based on skills. In the testing process, the results were around 33% for five random software engineering positions
(Pant et al., 2022, p. 44). In another study, they used natural language processing and text mining to identify technical knowledge
in software engineering positions using resumes and unstructured texts from the syllabus. They achieved an accuracy of about
98% and presented this study as a web application (Valdez-Almada et al.,2017, p.97).

2. Methodology

2.1. Dataset

The Resume-Dataset dataset published on Kaggle and created specifically for the IT sector was used (Mzali, 2023). This dataset
was created by compiling job applicants' resumes from various sources, including websites like Kaggle, Glassdoor, and Indeed.
This dataset consists of a CSV file. This dataset has two columns, and one contains the resume's text version. The other column
contains fields related to information technologies. This dataset, which consists of more than 29000 data, consists of 6 IT-related
occupational classes. These classes are database, administrator, system administrator, project manager, software developer,
network administrator, and security analyst. In addition, the data set was randomly selected from the data set with the train test
split method, and 80% were split for training and 20% for testing.

Before proceeding with the model training, various operations were performed on the CV dataset. These operations are as follows:
Reading the Data Set: All CVs are contained in a CSV file. As a first step, the file with CSV extension was read.
Blank Data Check: The data set was checked for empty data, and no empty data was found.

Removal of Punctuation and Special Characters: For natural language processing models to work more effectively, punctuation
marks and special characters in the texts in the resume dataset were removed, leaving only letters and numbers.

Stopwords Removal Process: Removing unnecessary words (stopwords) was performed on the resume texts. Since the CVs were

wn o

in English, stopwords accepted in English were removed. Examples of English stopwords; “i”, ‘me’, ‘our’, ‘your’, ‘he’, ‘him’, ‘it’,
‘them’, ‘they’, ‘what’, ‘which’, ‘who’, ‘am’, ‘is’, ‘are’, ‘be’, ‘been’, ‘being’, ‘have’, ‘has’, “had”, ‘@’, ‘an’, ‘until’, ‘of’, ‘about’, ‘with’,
‘or’, ‘and’, ‘to’, “from’, ‘up’, ‘all’, ‘any’, ‘both’, ‘too’, ‘can’, ‘very’, ‘should’ etc.

Converting Tags Into Numeric Values (Encoding): As a final step, the resume tags are converted so that each category tag

corresponds to a numeric value. This process is called “encode”.
This was done in order to process the dataset more efficiently with natural language processing models.

2.2. Models

In this study, Convolutional Neural Networks (CNN), Long Short-Term Memory (LSTM), and Gated Recurrent Unit (GRU) models
were preferred. CNN was chosen because it is a classical deep learning model, while LSTM was chosen because it is one of the
most widely used models in natural language processing applications. The GRU model is included in this study because it is an
improved version of the LSTM model.

This study was performed on Google Colab Pro and developed using the Nvidia Tesla T4 GPU. The specifications of the Nvidia T4
GPU are as follows:
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TFLOPS: 8.1
CUDA Cores: 2560
Memory: 16 GB GDDR6

Thanks to this powerful GPU, the training and testing of deep learning models could be done faster and more efficiently. This GPU
met the project's requirements, improving the model's performance and accuracy.

2.2.1. Convolutional Neural Networks(CNN)

CNN, one of the deep learning methods, stands for "Convolutional Neural Networks". This artificial intelligence model, which is
used in many fields, such as image processing, video analysis, and natural language processing, has the ability to extract features
from data automatically. CNNs are particularly successful in image recognition and classification tasks. The CNN architecture
consists of successive layers. These layers are;

Convolutional Layer: Performs convolutional processing on the input image to extract local features. Each convolutional operation
scans different parts of the image using small filters. It then creates feature maps.

Pooling Layer: Used to reduce image size and preserve the most important information in feature maps. There are two most
common pooling techniques. The first is max pooling, and the other is average pooling.

Fully Connected Layer: The features obtained after convolution and pooling are fed to one or more fully connected layers for
classification. This layer learns the relationships between features and classifies objects.

Activation Function: This layer helps the model to learn non-linear features. Usually ReLU (Corrected Linear Unit) is used, but
there are other activation functions such as Sigmoid, tanh, etc.

The hyperparameters of the CNN model used in this study are given in Table 1.

Table 1. Hyperparameters used in the CNN model

Hyperparameter Name Value
vocab_size 1000
embedding_dim 50
num_filters 100
filter_sizes [2, 3, 4]
dropout_prob 0.7
hidden_dim 64
output_size 7

Ir (learning Late) 0.001
dropout 0.5
batch_size 16
num_epochs 100

Source: Authors.
2.2.2. Long Short-Term Memory (LSTM)

LSTM, a type of Recurrent Neural Network (RNN), stands for long short-term memory. Proposed in 1997 by Sepp Hochreiter and
Jurgen Schmidhuber, LSTMs are specifically designed for use in sequential data processing tasks such as time series, NLP, and
speech recognition. Unlike basic RNN structures, LSTM has the ability to learn long-term dependencies, making it much more
suitable for complex sequential tasks.

The main feature of the LSTM is that it has a special structure that can store information for long periods of time and forget
redundant information. LSTM contains 4 gates. These gates are;

Input Gate: Selects which information from the current input is important and which inputs should be added to the cell state.

Forget Gate: Decides which information to delete from the cell state. It decides the information to be deleted according to the
past state and current input.

Cell State: It is seen as the heart of the LSTM. It stores long-term information. The forget gate and the enter gate can update it.
Output Gate: This gate determines the output information to be passed to the next layer or unit.

LSTM models can precisely control the flow of information through these gates. Through this control, it allows the model to learn
both short-term and long-term dependencies.
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The hyperparameters of the LSTM model used in this study are given in Table 2.

Table 2. Hyperparameters used in the LSTM model

Hyperparameter Name Value
vocab_size 1000
embedding_dim 50
hidden_dim 64
output_size 7
bidirectional True
Ir (learning Late) 0.001
dropout 0.5
batch_size 16
num_epochs 100

Source: Authors.

2.2.3. Gated Recurrent Unit (GRU)

Proposed in 2014 by Cho et al. GRU is a member of recurrent neural networks (RNN). Developed to overcome the difficulties of
RNNs in learning long-term dependencies, GRU achieves high success in natural language processing and time series data.

Working in a similar way to the LSTM model, the main goal of GRU is to provide a structure that can remember information for
long periods of time and forget redundant information. However, accomplishing this task offers a simpler structure than LSTM.
Unlike the LSTM, it has 2 gates. One of the gates is the Reset Gate. This gate decides how much of the past information will be
used in the creation of the future state and how this information will be combined. The other gate is known as the Update Gate,
which determines which information to keep or discard. It sets the degree of importance between past information and new
inputs and decides which information to pass on to the next state.

GRU works faster and more efficiently than LSTM. The biggest reason for this is that it has fewer parameters than LSTM. It is

preferred when learning resources are limited (Figure 1).

Sigmoid

Figure 1. Diagram of LSTM and GRU models

Pointwise
Addtion

Paintwise Sigmeid Sigmaid

Multiplication

Source: Authors.

The hyperparameters of the GRU model used in this study are given in Table 3.

Table 3. Hyperparameters used in the GRU model

106

Hyperparameter Name Value
vocab_size 1000
embedding_dim 50
hidden_dim 64
output_size 7

Ir (learning Late) 0.001
batch_size 16
num_epochs 100

Source: Authors.

2.2.4. Local Interpretable Model-agnostic Explanations (LIME)

LIME is a method for making the decisions of complex machine learning models more understandable. LIME is considered a tool
for both explainable Al and interpretable Al. explainable Al is a technique that provides transparency and ease of understanding
in the decisions made by Al models. Interpretive Al is another technique for making the internal logic and decision-making process
of an Al model understandable. The main features of LIME are;

Model independent. It can be applied to every model and can show the working logic of each model.

Understandability: It helps to understand the predictions of complex models.

Local Approach: LIME examines a small region around a single forecast.

Surlcu et al. (2024).
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The LIME approach works in 3 basic steps.

Firstly, it creates many synthetic data points in the data space around the original data points.

The complex model then predicts the synthetic data points.

Based on the predictions of the complex model, LIME creates a local description with a simple and straightforward model.

In this study, the models we used to classify resumes with LIME are used in the prediction process to see how a resume is analyzed.
The class-specific weights of the words in the resume are also included.

2.3. Metrics

In this study, the success of the models in resume classification is measured by 4 metrics. The first of these metrics is the accuracy
metric. The accuracy metric is one of the most commonly used performance measures in machine learning and statistics,
particularly for classification problems. It measures how well a model's predictions match the true values. Accuracy is calculated
as the total number of correctly predicted examples (both positive and negative) divided by the total number of examples. The
accuracy metric can be misleading in the presence of unbalanced classes. Summarizes the performance of a model in a simple way
(Hossin et al., 2015, p. 1). The closer the accuracy value is to 100, the better the result.

TP+TN
TP+TN+FP+FN

(1)

Accuracy =

In this equation,

True Positive = Refers to the situation where the forecast and actual value is YES.

True Negative = Refers to the situation where the forecast and actual value is NO.

False Positive = It refers to the situation where the model prediction is YES, but the actual output is NO.
False Negative = It refers to the situation where the model prediction is NO, but the actual output is YES.

Another metric, Mean Squared Error (MSE), is an important metric used in statistics and machine learning to evaluate model
performance. It measures the amount of error by averaging the square of the difference between the predicted values and the
true values. Low MSE values indicate that the model makes predictions close to the true values, while high MSE values indicate
poor model performance (Wallach & Goffinet, 1989, p. 299). The ideal value for this metric is 0. The closer it is to 0, the more
perfect the classification. However, the ideal value of the MSE metric may vary depending on the classification problem. For
example, in a house price prediction application, a margin of error of 1000 Turkish liras among houses worth millions of Turkish
liras can be considered ideal. Therefore, the ideal value for MSE is related to the problem itself.

MSE = Z31,(% - 7)) (2)
In this equation,

n is the number of samples,

Y; actual values,

Y; represents the values predicted by the model.

MCC (Matthews Correlation Coefficient) is a metric commonly used to evaluate the performance of a model in classification
problems. MCC expresses the performance of a classification model with a value between -1 and 1, taking into account imbalances
between all classes of a classification model. The expected value of a model making completely random predictions is 0, while it
takes the value 1 or -1 for perfect classification. -1 denotes a complete misclassification (Baldi et al., 2000, p.413). The main
advantage of the MCC metric is that it accurately measures model performance even with imbalanced datasets. The best value
for MCC is close to +1. A value of +1 indicates correct classification. A value of 0 indicates that the model produces a random
result. A value of -1 indicates that the model completely misclassifies.

(TP x TN )—(FP x FN)
J@P+FP)x(TP+FN)x(TN+FP)x(TN+FN)

MCC = (3)

Another metric used in modeling imbalanced datasets is the F; Score, a metric used to evaluate the performance of the model in
classification tasks. The F; Score is calculated as the harmonic mean of precision and recall and takes a value between 0 and 1.
Precision is the probability that the instances that the model predicts as positive are actually positive. At the same time, recall
indicates how many of the instances that are actually positive are correctly predicted as positive (Goutte & Gaussier, 2005, p. 345).
The ideal value for precision, recall, and F; Score is 1. Precision 1 means no false positives, while recall 1 means no false negatives.
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If the F; Score is 1, it means that there is perfect agreement between precision and recall.

TP
TP+FP

Precision =

(4)

TP
Recall = ——
TP+FN

(5)

Precision x Recall

(6)

F; Score =2 x —
Precision+Recall

3. Results

In the first phase of this study, we used the word cloud method, a Natural Language Processing (NLP) method, to identify required
qualifications for a field from resumes in the field of computer technology. A word cloud is a visual representation of the words in
a collection of text or documents. Frequent words in the text are shown in larger and/or bolder fonts, while less frequent words
are shown in smaller fonts. With this method, general information about a document can be obtained. In this study, the word
cloud method was used to obtain information about the fields of information technologies by analyzing resumes in information
technologies. The common words in the documents belonging to the same class (information technology fields) have been
identified, keywords that can be used in new job postings have been identified, and it provides preliminary information about
what those who want to work in that class should know.

Figure 1 shows the word clouds created for 6 information technologies. In the word cloud created for the Database administrator
role in Figure 1, it is seen that concepts such as Oracle Database, SQL, high availability, Server, and backup recovery are prominent.
However, for the same role, it is seen that concepts such as 10g, customer service, and education are mentioned very little. When
analyzed for the System Administrator role, it is seen that concepts such as system administrator, active directory, security, and
windows server are mentioned very often, while concepts such as employee, multiple, group policy, and virtual machine are
mentioned less frequently. For another role, project manager, concepts such as work us, financial, and assisted are used less
frequently, while concepts such as support, project management, work experience, report, managed, application, client, and lead
are mentioned quite frequently. When the software developer role is analyzed, concepts such as implemented, software
engineer, visual studio, SQL server, data, and web service come to the fore. For the same role, application use, enterprise,
standard, group, organization, and issue are mentioned less frequently. For network administrators, which is a sub-role of
information technologies, concepts such as active directory, customer service, configuration, network engineering, and technical
support are frequently mentioned, while concepts such as deployment, installed, supported, maintain are rarely mentioned. When
Security analyst, which is the last role in this study, is examined, it is seen that security-oriented concepts such as information
security, risk assessment, system, client, active directory, security control, and cyber security stand out. In contrast, concepts such
as help desk, hardware, and configuration are rarely used.

When the word clouds given in Figure 2 are analyzed, it is seen that some concepts belonging to some roles are common, while
some concepts are specific to that role. For example, while the concept of risk assessment and cyber security is specific to the
security analyst, the concept of active directory is a common concept with the system administrator. Likewise, concepts such as
Oracle Database and backup recovery are specific to the database administrator, while SQL server is common with the software
developer role. The concept of application is common to the professions of project manager and software developer, while the
concept of web service is specific to the software engineer profession. The results of the models used in this study are given in
Table 4. When Table 4 is analyzed, it is seen that the best result in all metrics is obtained in the GRU model. An accuracy rate of
just over 99% is a very good result. In addition, the GRU model obtained 0.9883 in the MCC metric, 0.9865 in F; score and 0.1119
in MSE. The best value for accuracy, MCC and F; score metrics is 1, while the best value for MSE is 0. The GRU model was closest
to 0in MSE and closest to 1 in other metrics. The closest accuracy value to the GRU model was CNN with 97.95%. CNN model gave
values of 0.9743 in MCC metric, 0.9794 in F; score metric and 0.1278 in MSE metric. The worst result was the LSTM model with
an accuracy of 92.35%. LSTM gave values of 0.4628 in MSE metric, 0.9042 in MCC and 0.9168 in F; score. Loss values are also
given in Table 4. When all metrics are analyzed, it is seen that the GRU model gives the best result with a value of 0.03 in terms of
loss values. With this value, it is clearly seen that the GRU model shows a success parallel to its success in all metrics in the loss
value. Loss values of other models are 0.2819 for the LSTM model and 0.0754 for CNN.
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KOCATEPEIIBFD

Figure 2. Extracting Qualifications According to Their Fields from the Resumes of Candidates in the Field of Information Technologies by Word

Cloud Method
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In addition, Figure 3, attached to Table 4, shows the changes in the accuracy and loss metrics of the models during the training
process. At the end of the training process, the loss value is expected to be low, and the accuracy value is expected to be high.
During the training process, the loss value gradually decreases, and the accuracy value increases, indicating that the training is
healthy. Itis seen that there is no significant change in the accuracy and loss values of the CNN model during the training process.
In other words, the CNN model has been quite stable throughout the training process. When the graph of the LSTM model is
analyzed, it is seen that while the values were very bad at the beginning, they improved as the training process progressed. The
GRU model, which gave the best result, started with worse values than the CNN model initially but improved as the training
process progressed. During the training process, LSTM was the most improved model, while CNN was the least improved model.

Table 4. Results of Models

Metrics

Models Accuracy (%) MCC F{ Score MSE Loss
CNN 97.95 0.9743 0.9794 0.1278 0.0754
LSTM 92.35 0.9042 0.9168 0.4628 0.2819
GRU 99.07 0.9883 0.9865 0.1119 0.03

Source: Authors.
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Figure 3. Plot of Accuracy and Loss Results For 9 Epochs (a: CNN, b: LSTM, c: GRU)
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LIME was used to analyze a resume of the Database_Administrator class of the GRU model. The result of this analysis is shown in
Figure 4. Figure 4 should be analyzed in two stages. First, the right side of Figure 4 shows the text information of the resume.
When this text information is examined, some words on the text are highlighted in color. These highlights show which words the
model finds important and which words are taken into account in the prediction process and are effective in predictions. For
example; the word “Database” is highlighted in green and repeated quite frequently in the text. In addition, the word
“Administrator” is highlighted with orange color in the text. The word “oracle” and “security” are highlighted with a similar color
tone, showing that the model is equally effective in the decision-making process. It is concluded that these 4 words (“Database”,
“Administrator”, “oracle”, “security”) are effective in the decision making process. When the left side of Figure 4 is analyzed, it
can be concluded to which classes the given resume can belong. 97% of the time “Database_Administrator” makes the decision,
1% value is calculated for “Security_Analyst” and “Software_Developer” class, while the value of the other classes is 0.

Figure 4. The Main Application of LIME and the GRU Model on the Decision-Making Process of a Resume Belonging to the
Database_Administrator Class

Prediction probabilities

Database Ad... N o057
Security_Analyst Oracle DEfEbass
Software_Deve... knowledge proficiency expertise Monitoring Tuning Migration Security Implementation Cloning Backup Recovery Replication [ElBEg Design Adept assortment technologies including Oracle 11g 12¢ 15 SQL Inader MySQL MS SQL server Possesses
Systems_Admi remarkable verbal written analytical organizational abilities Motivational Management style penchant building retaining teams highly motivated find innovative solutions Passionate learner gracefully successfully manages multiple priorities performs

- Otrer [bo0 exceptionally well pressure Work Experience Oracle Administrator Department Homeland SecurityFEM A Washington DC 2016 Present Installed configured software Oragle 11g 12c Windows UNIX platforms using Oracle OFA Also installed
mi d 1 SQL Server Instances 2008 2012 2016 Support multiple databases running Oracle 11g 12 Linux platforms environments multiple data centers Designed backup strategies following SLA exccution backup schedule physical logical
backups using RMAN DATAPUMP wtlities respectively Used block change tracking BCT reducing backup time 4hrs 25mins Resolved space issues backup optimization reducing storage costs 20 IEIESBS8 migration 10g 11g upgrade 12c using Oracle Data
Pump DBUA respectively Cloned databases testing using RMAN DATAPUMP utilities JSllS8 sizes Applied Oracles quarterly Critical Patch Update CPUPSU application using OPATCH utility install test deploy patches SMINESE instances Performing
Refresh production test development environments using RMAN Duplicate Proactively monitor systems ensure secure services minimum downtime Constructed security policy using passwords privileges user profiles Transparcnt
Data Encryption encrypt tables Tablespaces implemented auditing policies well data redaction data masking Tmplemented data masking populate development testing environments without putting sensitive production data risk Installed administered Physical
Standby datebases achieve high availability disaster recovery solutions DATA GUARD Supported daily administration monitoring (uning troubleshooting single instance UNIXLinux Windows server 2008 2012 2016 sizes range 100GB 39TB
Monitored AWR ADDM ASH Alert log dynamic performance views DBMSSTATS Trace files System Event Logs unusual events took appropriate action according company palicies incident reports Implemented table index partitioning materialized views
minimize DB time increase disk load balancing improve query speed enable faster parallel query Capacity planning meet demands dynanic aspects storage memory databases Generated shell scripts developers automale maintenance backup jobs Maintaining
highly reliable 24x7x365 Linux production servers AWS EC2 instances Reconciled functional technical problems research training workshops achieving 65 increase satisfaction rate @iBSl#8 cnd uscrs supcrvised coaching junior DBAs Part support team 247

Source: Authors.

Text with highlighted words

Administrator Oracle DEENESE Administrator Lcad Oracle DEEHESS Administrator Department Homeland SecurityFEMA Washington DC Accomplished OR ACLE DEISSE Administrator cxpert security 9 years experience extensive

LIME was used to analyze a resume of the Network_Administrator class of the GRU model. The result of this analysis is shown in
Figure 5. Figure 5 should be analyzed in two stages. First, the right side of Figure 5 shows the text information of the resume.
When this text information is examined, some words in the text are highlighted in color. These highlights show which words the
model finds important and which words are taken into account in the prediction process and are effective in predictions. For
example, the most effective word is “network”, which is highlighted in orange. The word “Cisco” highlighted in light orange and
the word “security” highlighted in blue are also effective in the classification decision process. When the left side of Figure 5 is
analyzed, it is seen that the model made the decision of “Network_Administrator” with 99% accuracy. When the other classes are
analyzed, it is seen that the rate is 1% and lower.
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Figure 5. The Main Application of LIME and the GRU Model on the Decision-Making Process of a Resume Belonging to the
Network_Administrator Class

Prediction probabilities

Network_Admin... [ 0.99
Security_Analyst Sr [NgtWORK Engineer St NEIWORK Engincer St NEIWOR Engineer Global Foundries experience networking installing configuring maintaining IR devices Strong knowledge implementing IP addressing schemes LANWAN protocols IP Services fulfill
Software_Deve... etmrk requisites different eavironments Hands experience configuring Cises Catalyst 2960 3750 4500 6500 series Cisen 2600 2800 3600 3800 7200 7600 series routers ©isen Nexus 7000 series SO0 series 2000 series data center switches Expertise
Project_manager mentalion tion analysis troubleshooting documentation LANWAN nctworking systerms Proficicnt Configuring Virtual Local Arca Networks VLANS using Cisea routcrs multilayer Swilches supporting STP RSTP PVST RPVST along trouble
Other shoating interVLAN routing VLAN Trunking using 80210 Proficiency configuration VLAN sctup various Cised Routers Switches Worked extensively Gisd Firewalls Cisea PIX SOGESISES25 ASA S50055105540 Series Tmplemented redundancy HSRP
VRRP GLBP Ether channel technology LACP PAgP ctc Implemented traflic filters using Standard Extended accesslists DistributeLLists Route Maps route manipulation using Offsctlist Hands deployment GRE wancling SSL SiteSite IPSEC VPN DMVPN
Managed inventory [IEQWOTK hordware Management Monitoring use SSH Syslog SNMP NTP Strong experience Juniper SSG series Firewalls Checkpoint R75 76 Firewalls Experieace FS load balancers LTM GTM series like 6800 8900 corporate applications
availability Expertise OSI layer modeITCPIP Experience isca Unified C cation Manager CUCM Gisgai Unity Connection Atiendant Console Gisco 7900 series IP Phones CUCME Hands Experience Back upgrade restring OS future
disaster recovery purposcs Well versed expericnced routing switching protocols RIP OSPF EIGRP BGP VLAN Exposed handling iroubleshootin s NAT Working knowledge configuring access lists Troubicshooting DNSDHCP issucs within LAN
EWOEK Expertise IP subnetting worked various designing allocating various classes P address domain Involved troubleshooting REIWOm traffic sis using lools like ping traceroute Wireshark TCPdump Linux operating system servers Sound knowledge
Routing Swilching concepts MPLS design Proficient Cisea 10S configuration troubleshooting routing protocols MPBGP OSPF LDP EIGRP RIP BGP v4 MPLSp Worked extensively Configuring Monitaring Troubleshooking Ciscos ASA S500PLX security
appliance Failover DMZ zoning configuring VLANsroutingNATing firewalls per design Indepth knowledge handson experience Tier 11 ISP Routing Policies [SEI Architecture IP Subnetting VLSM TCPIP NAT DHCP DNS FT1 T1 FT3 T3 Sonet POS
OCX GigE circuits Firewalls Work Experience Sr [NEBMOH Engineer Global Foundries Santa Clara CA July 2018 Present Job Description Configuring Static IGRP EIGRP OSPF Routing Protocols Cisco 1600 2600 2800 3600 7300 series Routers Worked
RouteReflectors troubleshoot BGP issues related customer route prefixes also route filtering using Routema Extensive Knowledee implementation Cisea ASA 5500 scrics firewalls handson rolc involves installation management support globally developed

Source: Authors.

Test with highlighted words

LIME was used to analyze a resume of the “Project_manager” class of the GRU model. The result of this analysis is shown in Figure
6. Figure 6 should be analyzed in two stages. Firstly, the right side of Figure 6 shows the text information of the resume. When
this text information is examined, some words in the text are highlighted in color. These highlights show which words the model
finds important and which words are taken into account in the prediction process. For example, it is seen that the words “manager”

” o«

and “project” highlighted in green are the most effective words in the decision making process. The words “products”, “managed”,

“manager” and “site” highlighted in light green are also effective in the decision-making process. As a result of the analysis of
these words, the GRU model predicted the “Project_manager” class 96% of the time, while it predicted the
“Database_Administrator” class 2% of the time. The GRU model calculated that the other classes have 1% and less.

Figure 6. The Main Application of LIME and the GRU Model on the Decision-Making Process of a Resume Belonging to the Project_manager
class

Prediction probabilitics

Project_manager [N 0.56
Database_Ad.. [0.02 | Site MMIWESH Sitc NSNS Sitc MUENGEER Ricoh USA INC Clinton MD Work Experience Site MMIBESE Ricoh USA INC Washington DC June 2018 Present Manages District Columbias Child Family Services Agency Print Smart Technology also overseeing 4
Systems Admi. [001 ] CFSA offsite Collabora Monmitors sites print technology recommending innovation upgrades lead o green paperless system Tracks fleet analytics ensure overall agency efficiency production fiscal accountability Achieves shift profitability area cost
Security Analyst _ goods effectively supervising shift use company materials supplics \Ianam\ total production labor percentages achieving percentages production worker labor quality control  labor established company Ensures quality operations shift assisting achicvement
Ot goals Audit Deadline compliance Facilities resolution issues concerning pricing ordersin invoicing inferacting communicating sales department Assists internal agency technical development team development printer software EFaxRight Fax Responsible
training staff functionality flect ensure proper usage technology Monitors responds Service desk ticket sysiem managing tickets resolution Collaborate various departments recommend designs implement solutions meet needs multimedia efforts staff outreach
Visual Project MEIES) Pasco Baiery Fruitland MD December 2017 May 2018 Collsboration region manager develop brand identity managing multiple projects conception completion increase sales accomplish business goals Guided business owners
managing key visual [j@et achievements including defining functional specifications establishing timelines success criteria leading participation partner meetin, g region manager understand evaluate teadeoffs ensuring appropriate information
streamed across teams functions Identified stralegic gaps evaluate opportunitics new initiatives tools \\Ipp\!rl marketing efforts across castern (1 Titory Farmuwm selection negotiating contractor vendor partnership lctallunwhm partner procurement teams
ensure success key visual marketing projects Supported designed developed operation models process solutions ensure approp ion siraiegic projects Acted effective sieward [8jeel budgets Designed managed user interface projects webbased
products uscr dashboards increasing onling traffic 38 Graphic Designer University Maryland Eastern Shore Princess Anne MD September 2015 May 2018 Successfully managed coordinated sraphic design projects worth 30K 4month semester Created
designed publications multiple departments working directly marketing diectar Collaborated outside University clients creating website designs developed multiple marketing strategies reach targeted audiences Designed products illustrations lagos websites
resulting new angle consumerfocused layout design Presenied designs products website creat tablish trusting designers vendors clients Designed produced academic presentation using Adobe Pholoshop Microsoft power point department
personnel Intern CTR Factor Inc Tampa FL Junc 2017 Ausust 2017 Created social media accounts sconed desiened content advertise social media Developed manaeed messaeing calendar cnsure naid media leveracine company affers Effcctively

Source: Authors.

Text with highlighted words

LIME was used to analyze a resume of the Security_analyst class of the GRU model. The result of this analysis is shown in Figure
7. Figure 7 should be analyzed in two stages. First, the right side of Figure 7 shows the text information of the resume. When this
text information is examined, some words in the text are highlighted in color. These highlights show which words the model finds
important and which words are taken into account in the prediction process. For example, the word “Security” is highlighted in
green and it is seen that it is the most effective word. When we look at the other words, it is seen that the words “network” and
“July” are also effective. When the left side of the Figure is analyzed, it is seen that the GRU model decided that 98% of the CV
belongs to the “Security_analyst” class. In addition, the GRU model calculated the probability of belonging to the
“System_Administrator”, “Project_manager” and “Database_Administrator” classes as 1%, while the value for the other classes
was 0.

Figure 7. The Main Application of LIME and the GRU Model on the Decision-Making Process of a Resume Belonging to the Security_Analyst
class

Prediction probabilities

Security_Analyst [N 0.8

Systems_Admi.. Senior SEENELY Analyst Scnior SEEURIY Analyst Scnior SSSEIY Analyst Publix Supcr Markets Inc Tampa FL Work Expericnce Scnior SSSEM Analyst Publix Super Marksts Inc Lakeland FL December 2014 Present Performed daily monitoring SSSugy

Project_manager Incident E magement system lncluding rule on tuning validation development knowledge base incidents event processes work SIEM events SME IDSIPS program Configured utilized Firepower IDSIPS ensure corporate sysiems secure unauthorized

Databace Admi use viral infection vulncrabilities would compromise overall system seeurity Worked hand hand enginee ard Firepower main IDSIPS Publix three different configurations protection multiple cnvironments within Publix network Established implemented

Other standards procedures multiple security appliances Investigation alerts BSGUY Operations Team Performed Computer Incident Response activities ensuring proper protection corrective measures taken incidentvulnerability discovered Developed
Dashboards used Computer SESIE Incident Response activities Mentored fellow associates creating weekly team training cvents improve skill sets across security skil sets Composed multiple threat inelligence reports distribution across Publix Information
Systcms Managed remediation vi ulngrabilities derived Threat Intelligence reports Lab System Builder Intellest Technical Solutions Lakeland FL Scptember 2014 December 2014 Lab Builder Publix Super markcts Responsible Softwarc hardware installation
Delivers problem d resolution Lab systems Provides quality lab systems development testing IN271C Signals Intelligence Analyst Craftsman US Air Force 2006 February 2014 Training Support Manager Expeditionary Access

Operations Training Support Branch Signals Intelligence Dircctorate National SBEl Agency mange support maintain accountability computer SIGINT cquipment used training tactical cyber operators Liaison Officer multiple advance tactics course acted
bridge student instructors provided support nontreining issves came Supports Multiple Training Teams training advance tactical Network operator skill sets Joint Service members Document travel budget multiple training courses generated travel authorizations
ensured travel reimbursement forms submitted Established policy management security assigned equipment Analyze specification requirements replacement computer network operations training equipment Education Associate Applied Science
Communication Applications Technology Community College Air Force June 2010 Bachelors Scicnee Political Science Florida State University December 2005 Skills SSSmmly Military Scrvice Branch United Statcs Air Force Rank Staff Scrgcant
CertificationsLicenses Centified Informaiion Sys[unn— Professional CISSP July 2019 July 2022

Text with highlighted words

Source: Authors.

LIME was used to analyze a CV of the Software_Developer class of the GRU model. The result of this analysis is shown in Figure 8.
Figure 8 should be analyzed in two stages. First, the right side of Figure 8 shows the text information of the resume. When the CV
is examined, it is seen that the words “Software_Developer”, “Developed”, “Java” and “development” highlighted in green are
the most effective words. The words “curriculum” and “implemented” highlighted in orange are effective for this class but may
be effective for other classes. The GRU model has determined with 100% certainty that this resume belongs to the
“Software_Developer” class.
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Figure 8. The Main Application of LIME and the GRU Model on the Decision-Making Process of a Resume Belonging to the Software_Developer
class.

Prediction probabilities

Text with highlighted words
Software_Deve... [ 1.00

Network_Admi.. [000 ] Senior SONWTE [DENSIONED Senior SHME DESEIOPER Senior SOMMEARE DEREIOES] Franklin Work Experience Senior SHWAre DERSIORE Rez | Inc August 2005 July 2019 Blume Global formerly Rez1 Inc Contributor JEvelapmignt GCP based microservices
Praject_ manager applications monitor asset tracking information Ongoing enhancement support java based etl serverside applications Developed cxecuted Talend training curriculum offshore employees Develaped cxecuted offshore knowledge transfer curriculum applications
Database Ad.. written java Talend knowledge wansfer consisted person visits India well remote training sessions Key contributor successfully integrate acquisition competitor employers cxisting SSMyam framework tight deadlines financial commitments Integration work
Other writen Ja¥ Talend Meatored junior SORMRE developers learning Talend OIS SEVEIOPMEN! ool Key contributor proof concept project determining next generation cloud hased data warehouse application AWS vs Gaogle Cloud Key member team nlr“}ned
developed supperted J&va bascd il application Led design developmient ¢ffort Talend based etl applications Advanced quality business intelligence reporting licsunnn developing Jawa bascd B auditing application used verify exicrnally facing

information Developed nodejs application automale testing related tasks originally performed manually development (am Developed implemented Talend training program coworkers Develaped protatype tracking application based Neodj datahase I.ml leam
developers rewrite iseries based billing application Skills Ja¥a Talend Kotlin MySQL Tomcat Linux Spring Hibernate JUnit Agile Git SVN Jira Jenkins ETLDatawarchouse Eclipse IntelliJ Toad MySQL Workbench Object oriented programming Pair
Programming Integration Scnior Consultant IBA _ Technologies TIX December 2004 August 2005 Key member team supported enhanced clients iserics hased distribution system Led effort implement iseries based change control
application Skills RPGLE DB2 Java Eclipse Senior Suflwe IDESelopes Tvco Healthcare March 2003 December 2004 Key member team developed supported iseries based order entry system Led development efforts iseries WebMethods based B2B
applications greatly improve placcment product orders customer basc S}.uILs RPGLE DB2 WebMcthods Java SofeEng Consultant Ciber Bayer Diagnostics January 1995 March 2003 Key member tcam designed developed implemented supported
clients new order entry application DEVEIRed Javal based sales reporting application help client better track monthly sales trends Led EVEIGIERI cxccution training program teach one clients SOMMERE MEVEIOPMEN 1cams usc SRR develapmment ool used
develop clients new order eniry application Designed developed implemented clicnts first B2B application allowed client participate new electronic healtheare marketplace Key member tcam implemented SAP hnancial module integrate clients order entry
system Desiened developed i kev components clients order entry application allow intezration SAP financial module order entry application Skills Synon RPGLE DB2 3 JBuilder ABAP Education Finance Providence Colleee January 1987 May

Source: Authors.

LIME was used to analyze a resume of the System_Administrator class of the GRU model. The result of this analysis is shown in
Figure 9. Figure 9 should be analyzed in two stages. First, the right side of Figure 9 shows the textual information of the resume.
When the CV is examined, it is seen that only one word is expressed in orange color and this word may be effective for other
classes. The word shown in orange is “network”. In this case, it is not possible to talk about the effect of one word clearly, but it is
seen that there are very few effective words. These words are words like “manager”, “administrator”, “sales”. GRU concluded
that this resume belongs to the System_Administrator class with a slightly lower value (79%), but with 11% it belongs to the
Software_Developer class. Regarding the other classes, the results show that 5% belong to “Security_Analyst”, 4% to “Project
Manager” and 2% to other classes.
Figure 9. The Main Application of LIME and the GRU Model on the Decision-Making Process of a Resume Belonging to the

System_Administrator class.

Prediction probabilities
iction probabiliies Text with highlighted words

Systems_Adml... [T 072
Software_Deve... Store Manager Store Manager Store Manager General Nutrition Centers Ine Memphis TN Dedicated Tech professional nearly 15 years expericnee computer technology including expertise networking computer software hardware installation maintenance repair
Security_Analyst troubleshoating solutions forprofit industry Moreover possess ability effect change systems produce positive outcomes vested parties Abilities coupled enthusiastic energetic selfmotivated proficient work ethic Work Experience Store Manager General Nutrition
Project_manager Centers Inc Memphis TN October 2018 Present Consulting recommending health wellness customers Meeting exceeding sales productivity goals Recruiting hiring performance g Training developi les associates Opening closing operating
Cther retail store Handling cash deposits inventory count Drdcrme verifying deliver ¥ merchandise Coordinating apphmn marketing initiatives Learning new product mes implementing sales strategy Sales Associate General Nutrition Centers Inc Memphis TN May
2017 Oclober 2018 Demonsirate nutritional product knowledgs selling merchandise executing superior customer interaction Complele transactions using POS register system Perform open close store functions Computer Technician Mount Vernon Township

High School Mount Vernon IL July 2008 June 2015 Software hardware peripheral device installation Maintenance Repair troubleshooting Coordinating ned tasks Customer service calls [NSIWOIK Administrator Assistant Mount Vernon Township High
School Mount Vernon IL October 2002 June 2008 Sct networked computer hardware software peripheral devices Software hardware installation Maintenance repair troubleshooting Customer scrvice calls NSRBI Administrator Mount Vernon Township High
School Mount Vernon IL January 2005 March 2005 Provided netwark diagnostics maintenance repair troubleshoating services Security solutions Set networked computer hardware software peripheral devices Customer service calls Education Bachelor
Science Computer Networking Robert Morris University Springfield IL Associate Science Computer Networking Robert Morris University Springficld IL Additional Information Skills LANWAN Mok Novell Windows MS Word Excel PowerPoint
Publisher Access Outlook MS Office Administration I Basic Quarkxpress Adobe Photoshop Adobe Hiustrater JAVA Programming Web Design Graphic Art Design Team Management Leadership Inventory Sales Management Customer Communication
Consultation Recommendation Sales Plan Implement: Ixecution Training Continual Development New Hires Employees

Source: Authors.

Figure 10 shows the words used by the GRU model in the classification process for Network Administrator and
System_Administrator classes with LIME. When examining the bar graphs in Figure 10, it should be noted that green colors indicate
that the words belonging to those classes are important words, while red colored words have a negative impact for the class. In
Figure 10 (a), it can be seen that the words “Network”, “network”, “Cisco”, “Linux” and “Continual” belonging to the
Network_Administrator class are effective in the decision making process. However, the words “security”, “Windows”, “Security”,
“Security”, “implementing” and “checkpoint” belonging to a different class may have an effect on the conclusion, while it is
negative for the Network_Administrator class. In Figure 10 (b), the important words for the Systems_Administrator class are
“network”, “Network”, “Licenses”, “computer”, “attendant” and “server”. The negative words belonging to this class are
“Technician”, “Java”, “levels” and “based”. Among the important words in these two classes, the words “network” and “network”
are common. In addition to these common words, the GRU model also looks at other important words to determine which class
they belong to. So, if the word “Linux” or “Cisco” appears next to the word “Network” in the resume, the GRU model decides that
this resume belongs to the Network_Administrator class. On the other hand, if the words “computer” or “server” appear next to
“network” or “Network”, the GRU model decides that this resume belongs to the System_Administrator class.

Figure 10. Word Analysis with LIME for Network_Administrator and System_Administrator Classes of GRU model
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Conclusion

The word cloud techniques used in this study have been shown to reveal the qualities that candidates who will work in computer
technology should know and have according to the roles they want. This will help the candidate develop himself/herself according
to the role beforehand and give the chance to organize his/her training according to these characteristics. In addition, word clouds
can be used as an aukxiliary application that can be used by the human resources department in the recruitment process, from the
job advertisement to the end of the pre-assessment process, providing preliminary information about which qualifications they
should have according to the role. The effective use of the word cloud method can provide significant contributions both for
human resources and candidates.

In this study, the GRU model used in the resume classification step achieved an accuracy of just over 99%. In other words, the GRU
model performs a very accurate classification. In addition, when Table 4 is examined, the closest study to the GRU model in the
classification of general resumes is the study by Haddad and Mercier-Laurent (2021), where they obtained 85% accuracy with the
Decision Tree model. On IT resumes, the closest result to this study is the study by Valdez-Almada et al. (2017, p.97), where they
obtained a 98% accuracy value with the text mining method. There may be two major reasons why our study yielded the best
results. The first reason may be that we only worked with resumes related to information technologies. The second reason is that
we used current and newly developed models. We believe that our results are better than those of other studies because we work
with current models, such as GRU, among natural language processing models.

The research results show that these deep learning models provide high accuracy rates and efficiency in human resources' resume
classification and candidate matching processes. Furthermore, the paper shows that applying the models can significantly help
human resource professionals in candidate selection by improving the speed and quality of recruitment processes. These models
can be integrated into applications such as CRM, making human resources modules Al-enabled.

Table 4. Comparison with the Literature

Literature Model Accuracy (%) Dataset Feature
Haddad and Mercier-Laurent (2021) Random Forest 78 General

Reza and Zaman(2022) Decision Tree 85 General

Anusha et al. (2023, p. 1179) Random Forest 80.2 General

Roy et al. (2020, p. 2318) Linear Support Vector Machine Classifier 78 General

Pant et al. (2022, p. 44) Extract Information 33 IT
Valdez-Almada et al. (2017, p. 97) Text Mining 98 IT

Pal et al. (2022) Random Forest 70 General

Our Proposal GRU 99 IT

Source: Authors.

Finally, this study has shown that the word cloud method can be used to select the best keywords for advertisements in
information technology. This method helps candidates to make decisions during the application process and shows what students
studying IT should know according to the field they want to work in. In addition, the curricula of departments such as computer
engineering and software engineering can be reorganized according to these keywords, and the personnel needed by the sector
can be trained.

There are some limitations in this study. The data set used in this study includes only CVs in information technologies. There are
limitations regarding data set diversity and number of data. The GRU model, which gives the best results as a model, gave good
results on IT resumes. However, how it will perform in general resume classification or in different data sets remains to be seen.
In addition, the study did not test integration and compatibility with the tools used in human resources processes.

The study can be repeated in future studies with more extensive and diverse datasets, including different sectors and job roles. In
addition, the universality of the study can be extended by training with resumes in different languages, not only English resumes.
In addition to data set studies, modifications can be made to the models, or improvements can be made to new models. This Al-
based study and similar studies can be integrated with human resource management systems (HRMS) and customer relationship
management systems (CRM) to test the models in real environments. In addition, model results can be verified by a human
resources expert. The accuracy can be increased by repeating the training process with user feedback.

This research article has been licensed with Creative Commons Attribution - Non-Commercial 4.0 International
TANTEM License. Bu arastirma makalesi, Creative Commons Atif - Gayri Ticari 4.0 Uluslararasi Lisansi ile lisanslanmistir.
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