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ABSTRACT
With the rapid development of technology, significant progress has been observed
regarding the Internet and interconnected devices, increasing the risk of cyberattacks
targeting these platforms. These attacks take diverse and sophisticated forms and
pose a serious threat to companies, potentially causing substantial financial losses
and service disruptions. In response, the pressing need exists to develop robust de-
fense strategies. This research focuses on analyzing attacks on information systems,
specifically concentrating on network forensics using machine learning techniques.
The initial phase involves executing various attack scenarios in a virtual environment,
recording network packets, and extracting relevant features to create a dataset. A clas-
sification framework is then created that includes machine learning algorithms such
as random forest, support vector machine (SVM), and Naïve Bayes. Comparing the
performance of these algorithms on the study’s dataset has revealed the random forest
algorithm to achieve the highest accuracy rate at 94.8%, with Naive Bayes having the
lowest at 78.9
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rithms, intrusion detection system
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1. INTRODUCTION
In tandem with the continual advancement of technology, computer networks have become an indispensable compo-

nent in nearly every facet of human life and offer convenience in numerous domains. Termed as structures that facilitate
data exchange and communication among computers, computer networks enable seamless interactions among these
devices. They serve various beneficial purposes, including data transmission, information exchange, and resource shar-
ing. The increased prevalence of computer network utilization corresponds with a parallel escalation in the significance
of network security (Akbal et al., 2019). Due to their ubiquity and paramount importance in human life, computer
networks have become a target for cyberattacks.

Cyberattacks directed toward computer networks have transcended the realm of information operations, exerting
a broader impact. They not only pose a threat to individual users but also jeopardize the security of institutions,
governments, and overall societal well-being. These attacks manifest in various forms, including unauthorized network
access, data theft, service disruption, ransomware incidents, and other malicious activities. In addition to inflicting
material damages, cyberattacks can lead to broader consequences such as compromised personal privacy, disclosure
of trade secrets, and implications for national security (Li & Liu, 2021). Hence, attacks on computer networks have
heightened the need for network forensics. Network forensics is a subcategory of digital forensics that employs scientific
methodologies to allows electronic evidence related to a crime to be presented in an understandable and unaltered state
before judicial authorities. Digital forensics encompasses the entirety of the evidence examination process and employs
scientific techniques to facilitate the elucidation of a crime (Başlar, 2020). Meanwhile, network forensics constitutes
a digital forensic process encompassing the investigation, analysis, and monitoring of computer networks (Qureshi
et al., 2021). Network forensics involves the monitoring of a network for abnormal traffic and the identification of
unauthorized entries. An assailant may expunge all log files from a compromised central computer, rendering network-
based evidence the sole available proof for forensic analysis in such circumstances (Hunt, 2012). Hence, with the
increasing complexity of attacks, the significance of network forensics has further heightened.

With the increasing number and diversity of cyber threats, the field of security is undergoing rapid development.
Numerous software and hardware network security tools such as security firewalls, antivirus programs, and intrusion
detection systems have been developed (Özekes & Karakoç, 2019). Machine learning is currently gaining popularity
due to how it provides a set of methods and techniques that yield high accuracy for detecting attacks. The advancement
of machine learning methods and techniques presents new opportunities in the field of network forensics. Machine
learning is a subfield of artificial intelligence (AI) that enables computers to learn from data without being explicitly
programmed, thus facilitating the resolution of complex problems (Bi et al., 2019). Machine learning algorithms make
predictions about new data based on training data without explicitly specifying how models will be applied. Machine
learning techniques are garnering significant attention across various industries. In the field of cybersecurity, these
techniques are being applied for detecting new and sophisticated attacks, thus contributing to the advancement of
cybersecurity(Shaukat et al., 2020). This study focuses on analyzing attacks on computer systems from the perspective
of network forensics using machine learning techniques and addresses fundamental concepts in network forensics,
machine learning techniques, and studies related to the application of these techniques in the context of network
forensics. The study conducts various attacks in a virtual environment and uses different learning methods to run
classification processes based on the dataset generated from these attacks for subsequent analysis.

Briefly, the main contributions of this review can be stated as follows:

• The study generates attack scenarios on computer systems, classifies these attack types using machine learning
methods, and compares the performances of the classification algorithms by creating and employing different
attack scenarios.

• The study then analyzes the attacks on information systems from the perspective of network forensics using
machine learning techniques.

• The study also executes diverse attack scenarios in a virtual environment, capturing network packets from the
conducted attacks, extracting features, and subsequently constructing a new dataset.

• The study utilizes the created dataset to perform classifications using the random forest, support vector machine
(SVM), Naive Bayes, logistic regression, and decision tree classification algorithms. The classification results
are compared using performance metrics. In the experiments, the random forest classifier ranked the highest in
performance by scoring 94.8% in accuracy, 98% in precision, 91.8% in recall, and 92.4% in F1 score.

The remainder of this paper is organized as follows. Section 2 provides a summary of previous studies conducted
in this field. The third section discusses machine learning and the classification algorithms. Section 4 introduces the
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proposed method and creates the dataset. Section 5 classifies the machine learning classifiers used in the experiments
on the dataset. The final section discusses the findings and future directions.

2. RELATED WORKS
Wani et al. (2019) presented an approach aimed at detecting distributed denial-of-service (DDoS) attacks in cloud

computing environments. Their study conducted attacks using the Tor Hammer attack tool in the ownCloud environment
and created a dataset. They employed SVM, Naïve Bayes, and random forest machine learning algorithms to detect
DDoS attacks and compared the success rates using performance metrics. The results of the experiments indicated the
SVM model to exhibit higher accuracy and precision compared to Naïve Bayes and random forest.

İnce et al. (2021) addressed and compared machine learning algorithms. They utilized the NSL-KDD dataset to
evaluate the comparisons. They then applied different tests on the NSL-KDD dataset and used 5% of, 10% of, and then
the entire dataset for these tests. They calculated the models’ performances using accuracy and F-score values, with
the overfitting machine learning (OML) algorithm achieving the highest performance at 99.8% accuracy and a 99.9%
F-score.

Ahmetoğlu and Das (2021) proposed an approach based on intuitive feature selection and machine learning to detect
web application attacks using hybrid intrusion detection systems. They combined the web application attacks and
normal flow examples from the CSE-CIC-IDS2018 dataset after the data preprocessing steps to create a new dataset.
They then used the created dataset for calculating the average mean square error and feature count optimization using
the genetic algorithm and logistic regression. They tested this optimization process with five different machine learning
algorithms: random forest, SVM, Naïve Bayes, k-nearest neighbors (KNN), and deep neural networks (DNN). The
most successful methods for classification were RF, KNN, and DNN, respectively. Upon examining the results, they
observed the number of features to be reduced by 85% while keeping the classification success rates at the 99% level.

Radivilova et al. (2019) examined machine learning classification methods for detecting DDoS attacks. They tested
the performances of machine learning algorithms using datasets created with different DDoS attack scenarios. They
also evaluated the detection performance of the algorithms using performance metrics such as accuracy rate, precision,
specificity, and F1 score. Their evaluation results emphasize the successful application of classification methods for
detecting DDoS attacks, particularly the random forest algorithm.

Ferrag et al. (2020) presented a study involving deep learning methods for detecting cyberattacks using datasets such
as CSE-CIC-IDS2018 and Bot-IoT and examined deep learning methods including recurrent neural networks (RNN),
DNN, restricted Boltzmann machines (RBM), deep belief networks (DBN), convolutional neural networks (CNN),
deep Boltzmann machines (DBM), and deep autoencoders (DA). They categorized the literature’s 35 attack detection
datasets and analyzed the performance of deep learning methods on these datasets.

Dina et al. (2021) investigated the use of machine learning methods for detecting unauthorized entries. They employed
various machine learning techniques such as decision trees, SVM, artificial neural networks (ANN), random forest, and
Naïve Bayes classifiers for unauthorized entry detection and examined their advantages and disadvantages. Additionally,
they utilized datasets created to represent various types of attacks and performed evaluations using performance metrics.

Shafiq et al. (2020) discussed the importance of identifying cyberattack traffic for IoT security. They proposed
an effective machine learning algorithm selection framework and a hybrid algorithm for identifying anomalies and
unauthorized entries in IoT network traffic. The dataset comprises normal traffic, attacks, and Internet of Things (IoT)
Botnet attacks for identifying and detecting the best attacks in the IoT network. They selected and accurately applied
five machine learning algorithms (i.e., Naïve Bayes, Bayes Net, C4.5 decision tree, random forest, and random tree).
They then evaluated the performance of the applied machine learning algorithms and stated the performance of Naïve
Bayes and random tree to be highly effective compared to the other machine learning algorithms. When comparing the
performance results from the Naïve Bayes and random tree machine learning algorithms, they indicated Naïve Bayes
to be the most effective machine learning algorithm.

Shaukat et al. (2020) presented an evaluation of commonly used machine learning methods for detecting certain
cyber threats by examining three fundamental machine learning techniques (i.e., deep belief network, decision tree,
and SVM). Based on frequently used datasets considered as references, they briefly evaluated the performance of these
machine learning techniques in the areas of unwanted email detection, unauthorized entry detection, and malware
detection.

Zhang et al. (2019) proposed a network attack detection method based on a deep hierarchical network and original
flow data for the CICIDS2017 and CTU datasets. Their method used CNN classification to learn spatial features and
long short-term memory (LSTM) classification to learn temporal features. As a result of the classification process with
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CNN+LSTM, they detected data in the CICIDS2017 dataset with 99.8% accuracy and in the CTU dataset with 98.7%
accuracy.

Aamir et al. (2021) conducted a study on a subset of the CICIDS2017 dataset, specifically the Juma-working hours-
afternoon dataset, which includes Benign, PortScan, and DDoS labels. The first stage of the study removed features
with infinite or calculated values from the dataset. Correlations between features were calculated, and features with
correlations below 20% were eliminated. They used the remaining features to create a new dataset and then applied
standard scaler normalization . Approximately 70% of the obtained dataset was allocated for training, and 30% for
testing. Classification algorithms and some ensemble classifiers were used, resulting in accuracy values of 60.6%,
97.1%, 99.0%, 68.7%, and 85.5%. These results provide an analysis of different algorithm performances and variability
regarding classification accuracy.

Karaman et al. (2021) used ANN to analyze attack detection models using the CSE-CIC-IDS 2018 dataset. Their
study created five separate sub-datasets and selected features for each sub-dataset. They used the created models to
determine whether attacks were DDoS, BruteForce, Botnet, or denial-of-service (DoS) attacks and to identify the type
of attack, achieving accuracy values of 99.11%, 99.31%, 99.26%, 93.23%, and 92.26% for each sub-dataset.

Aslan and Yilmaz (2021) proposed a deep learning-based architecture capable of classifying malware derivatives
effectively using a hybrid model. They first collected data and then designed the DNN to be used in the study. They then
tested the proposed model on the Malimg, Microsoft BIG 2015, and Malevis datasets and reached high performance
rates compared to previous examples in the literature, with testing on the Malimg dataset achieving an accuracy of
97.78%.

Al-Zubi et al. (2021) presented a model for the security and privacy of patient data. Using machine learning models,
this approach predicted cyberattack behavior in the healthcare field and facilitated the processing of this data. The
proposed approach is based on a patient-centric design, allowing users to control data sharing access by protecting
information on trusted devices such as their mobile phones. Experimental results indicated the proposed model to
provide a higher attack prediction rate (96.5%), accuracy rate (98.2%), and efficiency rate (97.8%) with lower latency
(21.3%) and reduced communication costs (18.9%) compared to other existing models.

Pallathadka et al. (2023) proposed a method that compares the performance of students in an institution using machine
learning methods. They investigated the performance of such machine learning methods as Naïve Bayes, ID3, C4.5,
and SVM using the UCI machinery student performance dataset. As a result of the comparison, the SVM algorithm
was seen to have the highest accuracy rate.

Suryadevara (2023) proposed a new method to detect whether a person has diabetes or not using machine learning
techniques. The study used the diabetes dataset and compared such classification algorithms as KNN, logistic regression,
and random forest over this dataset. As a result of comparing five machine learning methods, decision tree was seen to
achieve the highest accuracy rate at 99

Ashton et al. (2023) investigated the advantage and potential of using machine learning in the field of pediatrics. As
a result, their research predicted machine learning to be able to greatly help people manage pediatric conditions over
the next 5-10 years.

Noella and Priyadarshini (2023) proposed a novel machine learning-based method that analyzes Parkinson’s and
Alzheimer’s diseases. They compared the performances of bagged ensemble, ID3, Naïve Bayes, and multiclass support
vector machine classifiers using the Positron Emission Tomography (PET) dataset. In the comparison, bagged ensemble
showed a higher performance than other machine learning algorithms with an accuracy of 90.3%, sensitivity of 89%,
specificity of 92%, and precision of 87%.

The majority of previous studies have been on health issues, with a very limited number of studies observed to have
occurred on analyzing the network forensics of attacks on computer systems using machine learning methods in the
past years.

3. MACHINE LEARNING
Machine learning is a subfield of AI and had its foundations laid in the 1950s. In 1959, Arthur Samuel coined the

term machine learning and conducted studies related to algorithms used in computer games. With the advancements
in technology and data science over the years, machine learning has evolved into a significant scientific discipline
that possesses the ability to self-learn through algorithms. The data provided to a system is recognized through the
employed algorithms, and the system responds accordingly in the output, thus becoming intelligent over time without
human intervention (Sharma et al., 2021).

Currently, machine learning is being applied in various fields, and new algorithms and models are continually being
developed. Machine learning algorithms have been instrumental at addressing various issues and contributing to the
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advancement of fields such as cybersecurity and digital forensics. The capabilities of machine learning enable the
detection of cyber threats, the creation of predictions, and the identification of anomalies in a network. The prediction
steps using machine learning methods are illustrated in Fig. 1.

Figure 1. The steps of machine learning.

3.1. Classification Algorithms
This study creates its own dataset to measure the performance of classification algorithms and then compares these

algorithms with each other to obtain an algorithm that shows the best performance. This part of the study provides brief
information about the classification algorithms used herein.

3.1.1. Decision Trees
Decision tree algorithms divide a dataset into small subsets based on various features and aim to classify the data

within each subset. Like branches of a tree, classes are further divided into sub-branches. The data to be classified
reach the root of the tree, progress toward the sub-branches based on conditions, and become members of the closest
class according to their values. The accuracy of the rules forming the classes affects the algorithm’s performance.

Information gain is calculated during root selection. Information gain is utilized to determine how much information
a feature provides in the classification problem. The feature with the highest information gain becomes the root. This
process continues until all features are exhausted. Information gain is calculated using entropy. Entropy represents the
probability of uncertainty or disorder occurring. Although decision tree algorithms have many advantages, they also
have disadvantages. Decision tree algorithms can be unreliable because they have high variance, especially when the
data set is too noisy. Even the slightest change in the data set can lead to large differences in tree structures. In addition,
these algorithms are prone to overfitting and can capture noise in the data set as if it were true data.

3.1.2. Naïve Bayes
The Naïve Bayes algorithm is a machine learning algorithm commonly used in statistical classification problems

and provides a probabilistic approach. The Naïve Bayes algorithm is quite advantageous as it does not require too
much data for training (Nurdina & Puspita, 2023). Training data are calculated according to Bayes’ theorem, and
probability percentages are determined using the concept of probability to calculate the relationship between the
features and classes in the dataset. New data are then classified based on these probability values. The assumption
of the conditional independence of features in the Naïve Bayes algorithms may cause this algorithm to achieve poor
performance, considering that real-life datasets may be related to each other. In addition, these algorithms can show
high performance over datasets with simple distributions (e.g., Gaussian distribution) while being unable to provide
optimum performance over complex data.

3.1.3. Random Forest
The random forest algorithm is a powerful machine learning method commonly used for classification or regression

problems. It achieves classification by employing multiple decision trees with the goal of improving classification
accuracy. Random decision trees are selected from the dataset to form a forest, thereby enhancing adaptability to
the data and obtaining more accurate results over datasets. These algorithms are less prone to overfitting compared
to decision tree algorithms. However, using datasets with a large number of data may result in a lot of memory
consumption, because these algorithms store more than one decision tree in their memory.
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3.1.4. Support Vector Machine (SVM)
SVM is a classifier used for classifying data or performing a regression process. The SVM algorithm draws a boundary

to separate two different groups on a plane. This boundary is drawn as far as possible from the members of both groups
and is referred to as the margin. The margin represents the gap between the classes and is adjusted in classifications
based on the drawn boundaries. Test data belong to the group that is closer to the boundaries. When drawing the
boundary, two lines are drawn close to each group. By bringing these drawn boundaries closer to each other, a common
boundary is obtained with the aim of classify the data the most accurately. However, these algorithms may experience
problems in datasets where each parameter has a different amount of data. In these cases, SVM can classify in favor of
the parameter with the most data. This may cause poor performance in correctly classifying parameters with a small
amount of data. In addition, SVM algorithms may consume a lot of memory when classifying data sets that contain
many features and data. Therefore, it may not be a good option for classifying data sets with high amounts of data.

3.1.5. Logistic Regression
Logistic regression is a supervised learning algorithm that is used when the outcome can only take one of two

values. It can be used for both classification and clustering and is employed to predict the probability of data points
belonging to two different classes, typically represented as 0 and 1. Logistic regression is commonly used to address
binary classification problems. Because the logistic regression algorithm assumes a linear relationship between the
independent variables and the log ratios of the obtained result, it may not show high performance when classifying data
with complex decision boundaries. Despite this drawback, the logistic regression algorithm is very suitable for use in
cases where the outcome variable has two different categories. In addition, having low variance makes this algorithm
more suitable for use regarding complex data by reducing the risk of overfitting.

The most interpretable classification algorithms are decision tree and Naïve Bayes algorithms, but they do not perform
as well as other algorithms at predicting missing data. The random forest algorithm offers the most advanced prediction
performance, and SVMs are more powerful than other algorithms at finding complex decision boundaries. Logistic
regression may be the best option for binary classification scenarios but is not the best option for nonlinear relationships.
In general, all classification algorithms have their strengths and weaknesses, and this study compares and analyzes all
the mentioned classification algorithms over the study’s own data set.

3.2. Performance Metrics
Performance metrics and the confusion matrix are crucial tools used to evaluate the performance of classification

models and to analyze classification results in more detail. The confusion matrix is employed to provide a more detailed
analysis of classification results by visualizing the relationship between true classes and the classes predicted by the
model. These tools help assess the classification capabilities of a model and to identify the measures necessary for
improving performance.

After the classification process, the study utilizes such performance metrics as the confusion matrix, accuracy,
precision, recall, and F1 score to evaluate the performance of the employed methods, with the chosen performance
metrics being explained as follows.

3.2.1. Confusion Matrix
The performance measurement of real and predicted data for a classification problem is represented by a confusion

matrix consisting of four cells representing four different values, as illustrated in Fig. 2.

Figure 2. The confusion matrix.
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True Positive (TP): Positively predicted and actually positive. Correctly predicted.
False Positive (FP): Predicted as positive but actually negative. Incorrectly predicted.
False Negative (FN): Predicted as negative but actually positive. Incorrectly predicted.
True Negative (TN): Negatively predicted and actually negative. Correctly predicted.

3.2.2. Accuracy

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(1)

3.2.3. Precision
Precision is found by dividing the total predicted positive rate of the classification model with the true positives. A

model with a high precision value shows that the model can make predictions with high accuracy. This is particularly
useful for reducing the number of false positives. The precision rate is calculated as shown in Equation 2.

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(2)

3.2.4. Recall
Recall, also known as sensitivity or true positive rate, is the ratio of true positive predictions to the total number of

actual positive instances. It measures how many of the actual positive instances were correctly identified. The recall
rate is calculated as shown in Equation 3.

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(3)

3.2.5. F1 Score
The F1 score is calculated by taking the harmonic mean of the precision and recall metrics. This is used to achieve a

balanced classification performance. The F1 score is calculated as shown in Equation 4.

𝐹1 =
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

(4)

4. METHOD
This study conducts attacks on computer systems, classifies the executed attacks using machine learning methods,

and subsequently compares the performance results of the employed classification methods. The study has tested the
executed attacks and the algorithms on a computer running an Intel(R) Core(TM) i7-6700HQ CPU @ 2.60GHz 2.59
GHz. Two virtual machines, one running Linux and the other Windows 7, were installed on the computer described
above. The system on which the attacks were executed is a virtual machine running the Kali Linux operating system,
while the target machine for the attacks is a virtual machine running the Windows 7 operating system.

The packets of the attacks on the virtual Windows 7 machine were intercepted using Wireshark and saved in .pcap
format. The CICFlowMeter tool was utilized to analyze and extract features from the .pcap files obtained with Wireshark,
and then the data were converted to .csv format for classification purposes. The Python programming language was
employed to perform the classification using machine learning algorithms. The detailed information about the used
software is provided in Table 1.

This study classifies the attacks on computer systems using machine learning algorithms and compares their perfor-
mances. The flowchart for the proposed method is illustrated in Fig. 3.

The first stage carried out attacks in a virtual environment and obtained the ,pcap files using Wireshark. The
CICFlowMeter tool was utilized to extract features from the obtained .pcap files which were then convert to .csv
format. The resulting .csv files were merged to create a single .csv file forming the dataset. Attacks with a low number
of instances in the dataset were removed, infinite values were converted to not-a-number (NaN) values, and then NaN

40



Yıldız, F. et al., Network Forensics Analysis of Cyber Attacks on Computer Systems using Machine Learning Techniques

Table 1. The Software Programs Used in the Study
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Table 1.  

The Software Programs Used in the Study 

Software Developer  Purpose of Use Output 
Format 

Source 

Wireshark Gerald 
Combs 

Captures data packets 
by listening to 
network traffic, 
analyzes them, and 
saves them as .pcap 
files. 

.pcap https://www.wireshark.org/ 

CICFlowMeter Canadian 
Institute for 
Cybersecurity 

It has been used to 
analyze network 
traffic and extract its 
features. 

.csv https://github.com/ISCX/CICFlo 
wMeter 

Python Guido van 
Rossum 

It is an open-source 
programming 
language. It has been 
used for the 
classification process. 

 

 https://www.python.org/ 

 

 
This study classifies the attacks on computer systems using machine learning algorithms and compares 
their performances. The flowchart for the proposed method is illustrated in Fig. 3. 

 

Figure 3. The flowchart for the proposed method.

values were also eliminated from the dataset. This process ensured the correction of unnecessary, corrupted, or missing
data. The dataset contains 80 features.

To perform the classification process on the dataset, 20% of the data was set aside for testing and 80% for training.
Classification was carried out using classification algorithms. The performance results are compared using performance
metrics.

4.1. Attacks Performed on the Virtual Machine
Cyberattacks were carried out to create a data set. Six different types of attacks were executed (i.e., Brute Force, DoS

ICMP Flood, DoS Syn Flood, Syn Scan, UDP Scan, and Man in the Middle). Before initiating the attacks, Wireshark
was run on the target machine. The Hydra tool was used for executing the Brute Force attack, and the Bettercap tool
was employed for implementing the Man in the Middle attack. Hping3 was utilized for conducting the DoS attacks,
and Nmap was employed for executing the Scan attacks. In addition to the attack data, normal traffic was included as a
separate class in the dataset, resulting in a total of seven classes (Table 2) with numerical labels assigned accordingly.
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Table 2.  

Class Labels and Descriptions 

Labels  Classes Descriptions 
 

Software Programs 
Used 

0 Normal  
Normal network traffic has been used. 

The network was 
eavesdropped on using 
Wireshark. 

1 BruteForce Session login information was obtained 
using the user information method over 
FTP, RDP, SSH protocols. 

Session information was 
obtained using the Hydra 
tool. 

2 Man in The Middle Communication network was 
eavesdropped on and manipulated. 

The Bettercap tool was 
used to eavesdrop on and 
manipulate 
communication on the 
network. 

3 DoS_Syn_Flood Intensive SYN packets were sent to the 
target to deplete resources. 

Network traffic was 
manipulated using the 
Hping3 tool. 

4 DoS_ICMP_Flood Intensive ICMP packets were sent to the 
target to deplete resources. 

Network traffic was 
manipulated using the 
Hping3 tool. 

5 SYN_Scan Port scanning was performed by 
sending SYN packets to determine the 
TCP connection status of the target. 

 

The Nmap tool was 
used to determine the 
open ports of the target 
system. 

 
4.2. Dataset 

This stage collects the raw data by intercepting network traffic packets. Before initiating any cyberattacks, the 
general network traffic was monitored through Wireshark, and the recorded .pcap files were labeled as 
normal. Six different attacks were executed targeting specific objectives, and Wireshark was used to intercept 
the network attack packets. The obtained .pcap files were labeled according to the type of attack. Features 
were extracted from all obtained .pcap files using CICFlowmeter software, and then the .csv files were created 
for the dataset. The obtained .csv files were merged to create a single .csv file to form the dataset. Low-
occurrence attacks were removed from the dataset, infinite values were converted to NaN values, and then 
the NaN values were also eliminated from the dataset. The final dataset comprises 8,094 instances, with the 
quantity of data for each class provided in Table 3. 

 
Table 3.  

Class-Based Data Quantities 

Class Amount of 
Data 

DoS_Syn_Flood 2,559 
UDP_Scan 1,916 
normal 1,131 

4.2. Dataset
This stage collects the raw data by intercepting network traffic packets. Before initiating any cyberattacks, the general

network traffic was monitored through Wireshark, and the recorded .pcap files were labeled as normal. Six different
attacks were executed targeting specific objectives, and Wireshark was used to intercept the network attack packets.
The obtained .pcap files were labeled according to the type of attack. Features were extracted from all obtained .pcap
files using CICFlowmeter software, and then the .csv files were created for the dataset. The obtained .csv files were
merged to create a single .csv file to form the dataset. Low-occurrence attacks were removed from the dataset, infinite
values were converted to NaN values, and then the NaN values were also eliminated from the dataset. The final dataset
comprises 8,094 instances, with the quantity of data for each class provided in Table 3.

Table 3. Class-Based Data Quantities

Class Amount of 
Data 

DoS_Syn_Flood 2,559 
UDP_Scan 1,916 
normal 1,131 
BruteForce 1,118 
SYN_Scan 1,002 
DoS_ICMP_Flood 315 
Man in The Middle 53 

 Initially, the dataset contained a total of 84 features; however, features were removed that could negatively impact
or that were ineffective for the classification process. The removed features were generally string values. This process
aimed to address unnecessary, corrupted, or missing data. In the final version of the dataset, 80 features were retained.
To perform the classification over the dataset, 20% of the data were designated as the test set, and 80% as the training
set. The features extracted from the dataset are based on the work of Kilincer et al. (2022).

4.3. Classification
The machine learning algorithms used for classifying the attacks against the target system include the random forest,

SVM, Naïve Bayes, logistic regression, and decision tree methods. Performance metrics were employed to evaluate
the models’ effectiveness. Multiclass classification was used for classification and created a total of seven classes
comprising six attack types and one normal class. The selection of these classification methods is based on their
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different capabilities that are tailored to specific features and requirements. Machine learning algorithms are widely
utilized in tasks such as classification and regression and are particularly effective when dealing with high-dimensional
and complex data. These methods often come with error-correction capabilities and are resistant to overfitting the
data, making them suitable for applications in various domains. The study now evaluates the differences between
classification models and determines which model demonstrates the best performance.

5. EXPERIMENTAL RESULTS
This study has involved creating a dataset, splitting it into training and testing sets, and applying the specified

classification models to the dataset. After successful training, the study evaluated the results from the selected machine
learning algorithms.

The random forest model exhibits high accuracy when predicting the normal class. It shows good performance with
high accuracy at predicting attacks for the BruteForce, Man in the Middle, DoS_Syn_Flood, and SYN_Scan classes.
The model demonstrates high accuracy at predicting UDP_Scan attacks. However, for DoS_ICMP_Flood attacks,
the model exhibits lower performance compared to the other classes of attacks. The random forest model’s overall
accuracy rate has been calculated as 94.87%, indicating a high ability to make accurate classifications. The performance
characteristics of the random forest classification method are presented in Table 4 and Fig. 4.

Table 4. The Performance Metrics of the Random Forest Algorithm
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Table 4. 

The Performance Metrics of the Random Forest Algorithm 

Labels Classes Precision Recall F1-Score 

0 Normal 0.98 0.85 0.91 

1 BruteForce 1.00 1.00 1.00 

2 Man in The Middle 1.00 1.00 1.00 

3 DoS_Syn_Flood 1.00 1.00 1.00 

4 DoS_ICMP_Flood 0.61 0.61 0.61 

5 SYN_Scan 1.00 1.00 1.00 

6 UDP_Scan 0.86 0.93 0.89 

 

 

 
Figure 4. The confusion matrix of the random forest algorithm. 

The Naïve Bayes model demonstrates a moderate accuracy when predicting the normal class. 
Precision, recall, and F1-score for DoS_Syn_Flood and SYN_Scan classes are 1.00, indicating the Naïve 
Bayes model to perform well at predicting these attacks. The model shows a moderate accuracy at 
predicting DoS_ICMP_Flood and UDP_Scan attacks. However, it exhibits lower performance at 
predicting Man in the Middle attacks compared to other classes. The overall accuracy rate of the Naïve 
Bayes model is calculated as 79%, indicating a moderate level of performance. The Naïve Bayes 
algorithm’s performance values are presented in Table 5 and Fig. 5. 
 

Figure 4. The confusion matrix of the random forest algorithm.
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The Naïve Bayes model demonstrates a moderate accuracy when predicting the normal class. Precision, recall, and
F1-score for DoS_Syn_Flood and SYN_Scan classes are 1.00, indicating the Naïve Bayes model to perform well
at predicting these attacks. The model shows a moderate accuracy at predicting DoS_ICMP_Flood and UDP_Scan
attacks. However, it exhibits lower performance at predicting Man in the Middle attacks compared to other classes. The
overall accuracy rate of the Naïve Bayes model is calculated as 79%, indicating a moderate level of performance. The
Naïve Bayes algorithm’s performance values are presented in Table 5 and Fig. 5.

Table 5. Naive Bayes Algorithm’s Performance Values

Labels Classes Precision Recall F1-Score 

0 normal 0.44 0.79 0.57 
1 BruteForce 0.95 0.93 0.94 
2 Manin The Middle 0.14 0.91 0.24 
3 DoS_Syn_Flood 1.00 1.00 1.00 
4 DoS_ICMP_Flood 0.45 0.76 0.56 
5 SYN_Scan 1.00 1.00 1.00 
6 UDP_Scan 0.80 0.21 0.33 

 

Figure 5. Naive Bayes algorithm’s confusion matrix.

The logistic regression model exhibits a moderate level of performance when predicting the normal class. For Brute
Force, DoS_Syn_Flood, and SYN_Scan classes, the model appears to perform well at predicting these attacks. The
model shows low performance at predicting DoS_ICMP_Flood and Man in the Middle classes and demonstrates a
moderate level of performance at predicting UDP_Scan attacks. The overall accuracy rate of the logistic regression
model has been calculated as 88%, indicating a good level of performance. The performance values of the logistic
regression classification method are presented in Table 6 and Fig. 6.
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Table 6. The Performance Values of the Logistic Regression Algorithm
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3 DoS_Syn_Flood 1.00 1.00 1.00 
4 DoS_ICMP_Flood 0.45 0.76 0.56 
5 SYN_Scan 1.00 1.00 1.00 
6 UDP_Scan 0.80 0.21 0.33 

 

 

 
Figure 5. Naive Bayes algorithm’s confusion matrix. 

 
 

Table 6.  

The Performance Values of the Logistic Regression Algorithm 

Labels Classes Precision Recall F1-Score 
0 Normal 0.73 0.61 0.67 
1 BruteForce 0.96 0.99 0.98 
2 Man in The Middle 0.88 0.58 0.70 
3 DoS_Syn_Flood 0.99 0.99 0.99 
4 DoS_ICMP_Flood 0.53 0.38 0.43 
5 SYN_Scan 0.99 1.00 1.00 
6 UDP_Scan 0.72 0.82 0.77 

 

Figure 6. The confusion matrix of the logistic regression algorithm.

The SVM model exhibits a moderate level of performance when predicting the normal class. For Brute Force,
DoS_Syn_Flood, and SYN_Scan classes, the SVM model seems to perform well at predicting these attacks. The model
shows low performance at predicting the DoS_ICMP_Flood class and demonstrates a moderate level of performance
at predicting UDP_Scan attacks. The SVM model made no correct predictions for the Man in the Middle attacks. The
overall accuracy rate of the SVM model has been calculated as 85%, indicating the model to generally perform well.
The performance values of the SVM method are presented in Table 7 and Fig. 7.

Table 7. The Performance Values of the SVM Algorithm
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The SVM model exhibits a moderate level of performance when predicting the normal class. For Brute Force, 
DoS_Syn_Flood, and SYN_Scan classes, the SVM model seems to perform well at predicting these attacks. The 
model shows low performance at predicting the DoS_ICMP_Flood class and demonstrates a moderate level of 
performance at predicting UDP_Scan attacks. The SVM model made no correct predictions for the Man in the 
Middle attacks. The overall accuracy rate of the SVM model has been calculated as 85%, indicating the model 
to generally perform well. The performance values of the SVM method are presented in Table 7 and Fig. 7. 
 

Table 7.  

The Performance Values of the SVM Algorithm 

Labels Classes Precision Recall F1-Score 
0 Normal 0.74 0.55 0.63 
1 BruteForce 0.88 1.00 0.94 
2 Man in The Middle 0.00 0.00 0.00 
3 DoS_Syn_Flood 0.97 1.00 0.98 
4 DoS_ICMP_Flood 0.74 0.37 0.50 
5 SYN_Scan 1.00 1.00 1.00 
6 UDP_Scan 0.70 0.81 0.75 
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Figure 7. The confusion matrix of the SVM algorithm.

The decision tree model demonstrates high-level performance when predicting the normal class. For Brute Force,
DoS_Syn_Flood, SYN_Scan, and UDP_Scan classes, the decision tree model appears to perform well at predicting
these attacks. The model shows moderate-level performance at predicting the DoS_ICMP_Flood and Man in the
Middle classes. The overall accuracy rate of the decision tree model has been calculated as 94%, indicating the model
to generally perform well. The performance values of the decision tree method are presented in Table 8 and Fig. 8.

Table 8. The Performance Values of the Decision Tree Algorithm
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Figure 7. The confusion matrix of the SVM algorithm. 

 

The decision tree model demonstrates high-level performance when predicting the normal class. For Brute 
Force, DoS_Syn_Flood, SYN_Scan, and UDP_Scan classes, the decision tree model appears to perform well at 
predicting these attacks. The model shows moderate-level performance at predicting the DoS_ICMP_Flood 
and Man in the Middle classes. The overall accuracy rate of the decision tree model has been calculated as 
94%, indicating the model to generally perform well. The performance values of the decision tree method are 
presented in Table 8 and Fig. 8. 
 

Table 8.  

The Performance Values of the Decision Tree Algorithm 

Labels Classes Precision Recall F1-Score 
0 Normal 0.84 0.88 0.86 
1 BruteForce 1.00 1.00 1.00 
2 Man in The Middle 1.00 0.92 0.96 
3 DoS_Syn_Flood 1.00 1.00 1.00 
4 DoS_ICMP_Flood 0.60 0.54 0.57 
5 SYN_Scan 1.00 1.00 1.00 
6 UDP_Scan 0.88 0.88         0.89 
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Figure 8. The confusion matrix of the decision tree algorithm.

When comparing the used classification algorithms and looking at the results in Table 9, the random forest classifier
is sene to have achieved the highest accuracy rate and to also exhibit good performance in terms of precision, recall,
and F1 score. The Naïve Bayes classifier appears to have the lowest performance compared to the other models.

Table 9. Comparison of the Classifiers Used
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Figure 8. The confusion matrix of the decision tree algorithm. 
 

When comparing the used classification algorithms and looking at the results in Table 9, the random forest 
classifier is sene to have achieved the highest accuracy rate and to also exhibit good performance in terms of 
precision, recall, and F1 score. The Naïve Bayes classifier appears to have the lowest performance compared 
to the other models. 
 

Table 9.  

Comparison of the Classifiers Used 

Classifiers   Accuracy Precision Recall F1-Score 
Random Forest 0.948 0.930 0.918 0.924 

Naive Bayes 0.789 0.853 0.789 0.789 

Logistic Regression 0.881 0.877 0.881 0.876 

SVM 0.856 0.851 0.856 0.846 

Decision Tree 0.941 0.941 0.941 0.941 

 
 
6. CONCLUSIONS AND FUTURE DIRECTIONS  

The field of network forensics addresses issues such as detecting cybercrimes, analyzing attacks, and ensuring 
network security. The utilization of machine learning techniques in this domain demonstrates significant 
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6. CONCLUSIONS AND FUTURE DIRECTIONS
The field of network forensics addresses issues such as detecting cybercrimes, analyzing attacks, and ensuring

network security. The utilization of machine learning techniques in this domain demonstrates significant advantages
for obtaining, analyzing, detecting, classifying, and implementing security measures and can lead to the development
of robust products. This study discusses threats and attacks on computer systems, with some of these attacks being
simulated in a virtual environment. The study executed various types of cyberattacks on a simulated target computer in
a virtual environment. Feature extraction from network packets was performed to prepare a dataset for classification.
Different machine learning classification algorithms were applied to the created dataset to compare their abilities at
accurately classifying attacks.

While some algorithms were successful at classifying certain attacks, others did not achieve the same level of success.
Generally, lower performance was observed at classifying DoS_ICMP_Flood and Man in the Middle attacks. The
imbalance in dataset numbers is considered a potential cause for the lower performance in these attacks. Collecting more
data for such attacks or employing different feature extraction methods could enhance the classification performance.
When evaluating the performances of the classification algorithms, the random forest classifier stands out for having
achieved the highest accuracy rate and demonstrating good precision, recall, and F1 score.

To assess efficiency, measuring the training and testing times of the selected machine learning algorithms would
be beneficial. This approach allows for the evaluation of critical factors such as accuracy and processing speed, thus
facilitating an objective comparison for determining the most suitable method.

This study aims to contribute to detecting attacks on computer systems and to developing security strategies.
The obtained results can help identify which algorithms perform best on a dataset and which algorithms more
accurately detect specific cyberattacks. As a result, the study provides guidance to network forensic experts and
security professionals on how to effectively detect, analyze, and take preventive measures against attacks. This study
may contribute to enhancing security measures in the field of network forensics and the formulation of strategies to
combat cybercrimes.

In order to secure computer systems, stay ahead of industry innovations and tailor security policies is imperative.
Contemporary machine learning techniques that have been widely adopted in the realms of cybersecurity and digital
forensics play a pivotal role in detecting anomalies and are crucial for data detection and analysis.

High-performance classification algorithms such as random forest are preferable for analyses in digital forensics
within network security. To enhance the performance of machine learning algorithms with suboptimal efficiency,
further research and improvement efforts are essential. Some attacks exhibited low performance regarding classification,
suggesting that collecting more data or employing different feature extraction methods could enhance the applications
used for feature extraction.

Future studies are recommended to involve datasets with increased data volume and to conduct analyses for various
operating systems. Alongside the continuous development of security technologies and the reinforcement of security
measures, this study proposes holding awareness campaigns and training programs on cybersecurity to augment
awareness among individuals.

This study’s approach has contributed to the perpetual advancement of security technologies and the overall rein-
forcement of cybersecurity measures.
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