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Abstract 
Obesity is a serious and chronic disease with genetic and environmental 

interactions. It is defined as an excessive amount of fat tissue in the body 

that is harmful to health. The main risk factors for obesity include social, 

psychological, and eating habits. Obesity is a significant health problem 

for all age groups in the world. Currently, more than 2 billion people 

worldwide are obese or overweight. Research has shown that obesity can 

be prevented. In this study, artificial intelligence methods were used to 

identify individuals at risk of obesity. An online survey was conducted on 

1610 individuals to create the obesity dataset. To analyze the survey data, 

four commonly used artificial intelligence methods in literature, namely 

Artificial Neural Network, K Nearest Neighbors, Random Forest and 

Support Vector Machine, were employed after pre-processing. As a result 

of this analysis, obesity classes were predicted correctly with success rates 

of 74.96%, 74.03%, 74.03% and 87.82%, respectively. Random Forest 

was the most successful artificial intelligence method for this dataset and 

accurately classified obesity with a success rate of 87.82%. 

Keywords: Obesity dataset, artificial intelligence methods, artificial 

neural network, support vector machine, k nearest neighbors, random 

forest 
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Öz 
Obezite, genetik ve çevresel etkileşimlere sahip ciddi ve kronik bir 

hastalıktır. Sağlığa zararlı olan vücuttaki aşırı miktardaki yağ dokusu 

olarak tanımlanır. Obezitenin başlıca risk faktörleri, sosyal, psikolojik ve 

beslenme alışkanlıklarını içerir. Obezite, dünya genelinde tüm yaş grupları 

için önemli bir sağlık sorunudur. Şu anda dünya genelinde 2 milyardan 

fazla insan obez veya aşırı kilolu durumdadır. Araştırmalar, obezitenin 

önlenebileceğini göstermektedir. Bu çalışmada, obezite riski taşıyan 

bireyleri tanımlamak için yapay zeka yöntemleri kullanıldı. Obezite veri 

setini oluşturmak için 1610 birey üzerinde çevrimiçi bir anket yapıldı. 

Anket verilerini analiz etmek için literatürde yaygın olarak kullanılan dört 

yapay zeka yöntemi olan Yapay Sinir Ağı, K En Yakın Komşu, Rastgele 

Orman ve Destek Vektör Makinesi, kullanıldı. Bu analizin sonucunda, 

obezite sınıfları sırasıyla %74.96, %74.03, %74.03 ve %87.82 başarı 

oranlarıyla doğru bir şekilde tahmin edildi. Rastgele Orman, bu veri seti 
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Introduction 

Nutrition is a behavior that should be done consciously to protect human health and increase the quality 

of life to take the nutrients needed by the body in sufficient quantities and at appropriate times. Adequate 

and balanced nutrition is one of the basic conditions for an individual to live healthily, develop 

economically and socially, and increase the level of welfare [1]. While scientific, technological, and 

economic developments cause a decrease in health problems related to malnutrition, they also cause 

problems related to overnutrition and excess energy intake [2]. Obesity refers to the accumulation of an 

excessive amount of adipose tissue in specific areas of the body, which may pose health risks [3]. This 

rise presents a risk to the typical health development in individuals of all ages. Many adults complain 

weight gain caused by factors associated with high-calorie food, sedentary lifestyles, and modes of 

transportation [4]. Obesity is caused by the fact that the energy taken by the body with food is more than 

the energy spent. It is crucial not only to manage the intake of energy but also ensure a balance in energy 

expenditure to prevent obesity [5]. Obesity is a significant health issue affecting individuals of all ages 

worldwide [6, 7]. Defined by the World Health Organization (WHO) as a significant determinant of 

death and disability, obesity stands out as the fourth most common risk factor in terms of non-

communicable diseases, following high blood pressure, dietary risks, and tobacco [8, 9]. The issue of 

obesity has transformed into a global health challenge and is progressively escalating in numerous 

nations, starting from childhood and adolescence [10, 11]. It is prevalent among individuals with middle 

and low incomes in developed countries, while in developing nations, it is more prevalent among 

individuals with middle to high incomes [12]. Over the years, the prevalence of obesity has multiplied 

several times. As of 2016, 39% of adults were overweight and 13% were obese. Moreover, over 340 

million children aged between 5-18 years were either overweight or obese [13]. Today, more than two 

billion people worldwide are overweight or obese [14]. Many studies have stated that obesity can be 

prevented [15]. Studies on the spread of diseases have recognized a high body mass index as a risk 

element for an increasing number of long-term illnesses [16]. Obesity can occur due to hereditary 

reasons. It can be leptin, monogenic, syndromic, and polygenic [17]. Additional contributing factors to 

obesity include social, psychological, and eating habits. The risk of obesity is affected by the 

environmental factor in early life [18]. Obesity can be caused by a combination of environmental, 

biological, and cultural factors [19, 20]. The incorporation of physical activity into daily life is 

considered the first step towards a healthy lifestyle and is also recognized as a crucial factor in preventing 

obesity [21]. Around 25-50% of the energy expended by humans is due to physical activity. As body 

mass increases, so does the energy used because moving a heavier object requires more energy 
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expenditure [22]. According to a study, the number of overweight adults exceeds one billion, and body 

mass increases across all regions of the world when considering the entire population distribution [23]. 

In addition, obesity has adverse effects not only on physical health but also on psychosocial and 

emotional health [24]. The prejudice and negative social perspective of society against obesity can lead 

to psychosocial problems such as decreased self-esteem, low body image, difficulty in finding a job, and 

working with lower wages in individuals who have this problem [25]. Factors such as age, gender, 

dietary habits, sociocultural factors, and physical inactivity have a significant role in the development 

of obesity [26]. Research shows that children with low physical activity are more likely to be obese as 

observed in adults [27]. School interventions involving physical activity have been found to have a 

greater impact on body weight compared to interventions that do not include physical activity [28, 29]. 

Therefore, emphasis should be placed on physical activity during school age [30, 31]. Determining the 

factors affecting the prevalence of obesity is important for solving possible health problems and taking 

necessary precautions [32]. The primary factors responsible for the development of obesity are: a high-

fat diet (HF diet), positive energy imbalances determined as genetic factors, and environmental factors 

[33]. Deep learning is a machine learning class. Deep learning methods have been used in many 

problems that are being solved with artificial intelligence and many deep learning approaches have been 

revealed [34]. In recent years, deep learning techniques have been used in many studies in the field of 

obesity. In particular, deep learning models have been developed to predict obesity and their 

performance has been evaluated with various metrics. For example, in the study conducted by [35], the 

relationships between obesity and the environment and physical activities were investigated using deep 

learning techniques. Similarly, in another study conducted by Alkhalaf and colleagues, a model was 

developed for determining and classifying the risk of obesity using deep learning methods [36]. These 

studies demonstrate the potential of deep learning techniques in predicting and classifying obesity. 

As the prevalence of overweight and obesity continues to rise, there is an increasing need to develop 

new methods to predict who will benefit from dietary interventions. AI has the potential to solve 

problems using computer systems integrated with large data sources. In the field of nutrition, AI 

applications can offer benefits such as effective nutrition planning, interpretation, diet analysis, quality 

nutrition counseling, and providing in-depth knowledge about the effects of nutrition on health [37, 38]. 

Apart from the success metric, the data collection method should also be taken into account. Data mining 

is a field of computer science that investigates algorithms designed to learn from data, and it has been 

applied to various problems, including examining the efficacy of interventions [4]. With current 

advancements in technology, there are potentially alternative methods to provide better forecasting. 

Researchers and experts in this field have employed diverse data mining techniques [39, 40]. Nowadays, 

data mining is utilized in numerous industries, including the field of medicine, where it is used to 

enhance decision-making in medical affairs [41]. The surge of data in the medical field has resulted in 

greater levels of uncertainty, highlighting the growing significance of data mining in managing such 
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uncertainties [42, 43]. The vast number of datasets present in biomedicine leads to a multitude of 

potential patterns that cannot be easily predicted, but data mining techniques offer a valuable tool for 

uncovering such patterns [44]. Utilizing data mining techniques can assist medical professionals in 

shifting their focus from population-based to individual-based approaches [45]. Considering the studies 

in literature, 4 different artificial intelligence methods were used in this study to determine 4 different 

obesity states based on 14 features. Concerning literature, this study provides the following 

contributions. 

• Researchers working in this field will have access to a numerical dataset obtained from 1610 

individuals. 

• Fourteen (14) different variables were examined to determine whether individuals had obesity 

or not. 

• Instead of statistical prediction methods, four different artificial intelligence methods were used: 

Artificial Neural Network (ANN), K Nearest Neighbor (KNN) Support Vector Machine (SVM), 

and Random Forest (RF). 

• Detailed performance analyses of ANN, SVM, KNN, and RF methods were conducted. 

The rest of the article is organized in the following manner: Part two presents an overview of the dataset, 

methods employed, and the metrics used to assess performance. Part three presents the experimental 

results. Finally, in part four, the study's findings and recommendations are presented. 

Methods and Techniques 

This section offers a comprehensive overview of the dataset employed in the study, the artificial 

intelligence techniques utilized, and the performance criteria used to evaluate these models. The 

application was developed by applying the programming language Python and its accompanying 

libraries. The study's general structure and operation are illustrated in Figure 1 through a flowchart. 
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Figure 1. Flow chart of the study 

Obesity Dataset 

To create the Obesity Dataset, first of all, the variables affecting obesity were determined by examining 

literature. The generated dataset has 14 variables required to determine obesity. The Obesity Dataset 

was obtained through internet by a questionnaire applied to a total of 1610 people living in Türkiye. The 

data distributions of the features in the obesity dataset are given in Table 1.  
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Table 1. Features and class distribution in the obesity dataset 

Attributes Features Values 

Sex 
1. Male 712 

2. Female 898 

Age Values in integers   

Height Values in integers (cm)   

Overweight/Obese Families 
1. Yes 266 

2. No 1344 

Consumption of Fast Food 
1. Yes 436 

2. No 1174 

Frequency of Consuming Vegetables 

1. Rarely 400 

2. Sometimes 708 

3. Always 502 

Number of Main Meals Daily 

1. 1-2 444 

2. 3 928 

3. 3+ 238 

Food Intake Between Meals 

1. Rarely 346 

2. Sometimes 564 

3. Usually 417 

4. Always 283 

Smoking 
1. Yes 492 

2. No 118 

Liquid Intake Daily 

1. Amount smaller than one liter 456 

2. Within the range of 1 to 2 liters 523 

3. In excess of 2 liters 631 

Calculation Of Calorie Intake 
1. Yes 286 

2. No 1324 

Physical Exercise 

1. No physical activity 206 

2. In the range of 1-2 days 290 

3. In the range of 3-4 days 370 

4. In the range of 5-6 days 358 

5. 6+ days 386 

Schedule Dedicated to Technology 

1. Between 0 and 2 hours 382 

2. Between 3 and 5 hours 826 

3. Exceeding five hours 402 

Type of Transportation Used 

1. Automobile 660 

2. Motorbike 94 

3. Bike 116 

4. Public transportation 602 

5. Walking 138 

Class 

1. Underweight 73 

2. Normal 658 

3. Overweight 592 

4. Obesity 287 
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A visualized form of how data is dispersed within the Obesity dataset is described in Figure 2. As seen 

in Figure 2, the obesity dataset consists of a total of 1610 individuals. Among these, 898 are female and 

712 are male. The youngest participant in the dataset is 18 years old, and the oldest participant is 54 

years old. 

 

Figure 2. Information about the study group that created the obesity dataset 

Confusion Matrix and Performance Metrics 

A confusion matrix is a tabular representation implemented for evaluating the accuracy of classification 

in artificial intelligence methods. The table contains four distinct values, and based on these values, the 

performance indicators of the artificial intelligence model can be processed. Table 2 illustrates a two-

class confusion matrix with its corresponding definitions. 

Table 2. Two-class confusion matrix 

Evaluation 

Criteria 

Definition 

True positive 

(TP) 

The number of specimens that are predicted as well as actually classified as 

positive. 

False positive 

(FP) 

The number of specimens that are predicted as positive but actually fall under the 

negative category. 

True negative 

(TN) 

The number of specimens that are classified as negative as well as predicted as 

negative. 

False negative 

(FN) 

The number of specimens that are predicted as negative but actually belong to the 

positive category. 

Artificial intelligence models can be evaluated using a variety of metrics to assess their performance 

[46, 47]. In this study, commonly used metrics such as Precision (P), Recall (R), F-measure (F), and 

Accuracy (AC) were utilized to evaluate the performance of artificial intelligence models. The 

computation of these metrics for a two-class confusion matrix is as follows; Accuracy (AC): refers to 
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the total number of correctly classified records by a classifier. It is measured as the percentage of 

correctly classified test sets based on the model, defining how accurate the classifier is [48]. 

Accuracy (%)  =
TP + TN

TP + FP + FN + TN
× 100            (1) 

Precision (P): The proportion of true positive samples to all samples that are classified as positive [48, 

49]. 

Sensitivity (%)  =
TP 

TP + FP
× 100             (2) 

Recall (R): As a measure of accurate identification of positive samples, it refers to the true positive rate 

[48, 50]. 

Recall (%)  =
TP

TP + FN
× 100              (3) 

F1-Score (F): F-measure is calculated by combining precision and recall metrics to evaluate the model's 

performance [46]. 

F1 − Score =
2 ×TP 

2×TP+FP + FN 
× 100             (4) 

A four-class confusion matrix was utilized in this study due to the presence of four classes in the dataset. 

Table 3 depicts the definitions and values of the four-class confusion matrix. 

Table 3. Obesity data confusion matrix 

(4 x 4) 

Multi-Class 

Predicted Class 

Underweight Normal Overweight Obesity 

A
ct

u
a
l 

C
la

ss
 Underweight T1 F12 F13 F14 

Normal F21 T2 F23 F24 

Overweight F31 F32 T3 F34 

Obesity F41 F42 F43 T4 

Table 4 illustrates the computation of TP, FP, TN, and FN values utilizing the data from a four-class 

confusion matrix. 

Table 4. Calculating TP, FP, TN, and FN values through a confusion matrix with four classes 
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Cross Validation 

One of the popular techniques for adjusting model parameters involves sampling data to detect errors in 

the actual and predicted outcomes. Additionally, the cross-validation approach is utilized to enhance 

classification reliability. This method randomly divides the dataset into equal clusters based on a 

specified number, as illustrated in Figure 3. One cluster is designated as the test set while the rest are 

used for training, and this process is repeated for each cluster, with the test set changing at each iteration. 

Cross-validation is comparable to the repeated random subsampling method, except that the partitions 

are created such that there is no overlap between the two test sets [51]. For this research, a cross-

validation value of 10 was established, which led to the partitioning of the dataset into 10 distinct 

portions. The training and testing procedures were executed ten times, with nine portions designated for 

training and one for testing in each iteration. To obtain the overall performance metrics, the results were 

averaged arithmetically. 

 
Figure 3. Cross validation scheme used in the study 

Artificial Intelligence Models 

Four distinct artificial intelligence techniques were utilized in this study, and a description of each 

approach is provided in the subsequent sections. 

Artificial neural networks (ANN) 

Artificial neural networks (AI), in which basic functions such as the ability to generate new data from 

data collected by the brain by learning, remembering, and generalizing by imitating the learning path of 

the human brain, are performed by computer software [52]. The human brain is a sophisticated system 

with the capacity to store and process information to solve problems. Neurons are the fundamental 

building blocks of this intricate structure. In recent times, one of the benefits of artificial intelligence 

(AI) applications is their ability to improve the accuracy and ease of using models for complex natural 

systems with large inputs. From the past to the present, ANN has been used in many fields and 
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applications [53]. Artificial Neural Networks (ANN) is a popular and effective model utilized in 

problem-solving and machine learning [54, 55]. ANNs are composed of simple processing units called 

neurons, which are extensively distributed in parallel and have the innate ability to store and retrieve 

relevant experimental information. An artificial neuron or processing element is the fundamental unit 

that constitutes the foundation of the system [56]. Artificial Neural Networks (ANNs) possess numerous 

characteristics that make them a highly potent and favored tool for modeling, prediction, and 

performance optimization of diverse systems. These features include high-speed information 

processing, mapping capabilities, fault tolerance, generalization, and robustness [54]. Neural networks 

have three primary types of layers: input, hidden, and output layers. When a neural network has multiple 

hidden layers, it is referred to as a multilayer neural network or deep neural network.  

In Figure 4, it can be seen that each input node is linked to all nodes in the subsequent hidden layer. The 

neural network learns from examples through repeated connections in the subsequent steps, ultimately 

generating the corresponding outputs [57]. 

 
Figure 4. The general working structure of the ANN model 

Support Vector Machine (SVM) 

Support Vector Machines (SVMs) are a widely employed and highly effective machine-learning 

technique for data classification [56]. SVMs are supervised learning models based on statistical learning 

theory, which involve learning algorithms that analyze the data for classification and regression analysis. 

This method transforms the initial input space into a higher-dimensional feature space to enhance the 

classification process. With SVM, limits can be defined for both linear and nonlinear datasets. Support 

Vector Machines (SVM) have become widely favored due to their capability to identify optimal 

hyperplanes that maximize the separation between classes in the feature space [58]. The fundamental 

principle underlying SVM involves separating classes by drawing margins between them. As illustrated 

in Figure 5, these margins are calculated in a manner that maximizes the distance between the margin 

and the classes, thereby minimizing classification error [48, 59-61]. 
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Figure 5. The general working structure of the SVM model 

Support Vector Machines (SVM) aim to pinpoint the optimal hyperplane that minimizes classification 

errors while maximizing the margin, a crucial space between data points. This pursuit involves a cost 

parameter, which balances the desire to maximize accuracy while minimizing misclassifications [62]. 

Ultimately, SVM strives to delineate a decision boundary that effectively separates different classes of 

data, ensuring accurate classification of new, unseen data points while guarding against overfitting [63]. 

To achieve this, SVM employs kernel functions like linear, polynomial, or radial basis function (RBF) 

to transform input data into higher-dimensional spaces. Within these transformed spaces, SVM 

constructs a hyperplane that efficiently segregates data points into their respective classes, relying solely 

on a subset of training data points known as support vectors [64]. This streamlined approach enhances 

memory efficiency and effectiveness, especially in high-dimensional fields. One key advantage of SVM 

lies in its adeptness at handling high-dimensional data, rendering it suitable for applications with 

numerous features. Additionally, SVM boasts a solid theoretical foundation and demonstrates reduced 

vulnerability to overfitting compared to alternative machine learning methods. However, the 

performance of SVM hinges heavily on the selection of appropriate kernel functions and parameters, 

necessitating careful tuning to achieve optimal results [65]. SVM emerges as a versatile and robust 

technique widely applied across various domains such as text categorization, image recognition, and 

bioinformatics, owing to its ability to efficiently tackle complex classification tasks while mitigating the 

risk of overfitting. 

K Nearest Neighbors (KNN) 

K Nearest Neighbor (KNN) is a non-generalizing or sample-based learning algorithm, also referred to 

as a "lazy learning" algorithm, that gained popularity in statistical data analysis during the early 1970s. 

Unlike other algorithms, KNN does not concentrate on constructing an internal model by storing all 

training data samples in n-dimensional space [66-68]. KNN classifies new data points according to 

similarity measurements using the data. As seen in Figure 6, this algorithm calculates the classification 

according to the k value given as a parameter by the vote of the simple majority of its nearest neighbors 

and classifies accordingly. Noisy training data is also very effective, but the accuracy value varies 

depending on the quality of the data [68]. 
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Figure 6. The general working structure of the KNN model 

Random Forest (RF) 

Random Forest is an ensemble learning approach proposed and developed by Breiman to solve 

classification and regression problems [69]. This algorithm creates many decision trees in general 

structure and combines them to get the best result [70]. The algorithm is extended by training each tree 

with its unique randomly generated subset of the training data, utilizing only a subset of the variables 

for that specific tree. Multiple classifiers are compared using ensemble return values to attain more 

precise results than a single classifier. To classify a sample, each tree in the forest is provided with an 

input vector, and a result is generated for each tree. The algorithm then branches each node using the 

best variable, chosen randomly at each node. The decision trees are in their largest form and are 

untrimmed. Data that is not utilized in training, known as out-of-bag data, can be used to provide an 

independent estimate of the overall accuracy of classification [56, 71, 72]. The working scheme of the 

Random Forest algorithm for the study is shown in Figure 7.  

 
Figure 7. Random forest general study structure 
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Receiver Operating Characteristic (ROC) Curve 

Evaluating the performance of artificial intelligence methods is crucial. The ROC curve is a probability 

curve, and the AUC-ROC curve is a commonly used metric nowadays. AUC stands for "area under the 

ROC curve," and it measures the extent to which the model can differentiate between classes. The ROC 

plot offers a means to visually represent, organize, and compare classifiers according to their 

performance [50, 73] (Fawcett, 2006). Spackman was one of the pioneers in using ROC charts for 

assessing and contrasting algorithms in machine learning [74]. The analysis of ROC curves is a common 

method to evaluate and compare the accuracy of classifiers over a spectrum of sensitivity and specificity 

values. Different parametric regression models have been suggested to model and predict ROC curves 

[75-77]. It is preferable to have a high AUC value in ROC curve graphs. Figure 8 provides some 

examples of ROC-AUC graphs. A higher AUC value indicates a better predictive ability of the machine 

learning model [78] (Narkhede, 2018). 

 

Figure 8. ROC-AUC performance examples 

Results 

This section presents experimental results obtained by training and testing artificial intelligence methods 

(ANN, SVM, KNN, and RF). In the subsequent section, the classification outcomes of the models 

employed in the investigation are outlined. 

ANN Architecture-Based Classification Results 

Table 5 presents the classification values obtained from the confusion matrix of the ANN model. Based 

on these values, the accuracy rates for the underweight, normal, overweight, and obesity categories were 
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calculated. The results indicate an overall classification success of 74.96%, as shown in Figure 9. 

However, the confusion matrix also reveals that the overweight and obesity categories were less 

accurately differentiated. 

Table 5. ANN confusion matrix 

ANN Predicted Class 

(4 x 4) Underweight Normal Overweight Obesity 

A
ct

u
a

l 
C

la
ss

 Underweight 40 28 2 3 

Normal 15 536 89 18 

Overweight 2 86 445 59 

Obesity 2 15 84 186 

When Table 5 is examined, it is seen that 40 data in the Underweight class, 536 in the Normal class, 445 

in the Overweight class, and 186 in the Obesity class are correctly classified. When TP, TN, FP, and FN 

data are examined, the most successful class is observed to be Underweight. It has been determined that 

the Normal, Overweight, and Obesity classes are highly mixed with each other. The reason is that, the 

training of the models is not fully realized due to the data imbalance between the classes. Classes are 

confused with each other since the data of the classes are very close to each other. 

SVM Architecture-Based Classification Results 

The classification results for the SVM model are presented in this section, with the corresponding 

confusion matrix given in Table 6. The accuracy rates of the underweight, normal, overweight, and 

obesity classes were calculated using this matrix, and it was found that the model achieved a 

classification success rate of 74.03%, as shown in Figure 9. However, the confusion matrix in Table 6 

indicates that the SVM model had difficulty differentiating between the overweight and obesity classes. 

Table 6. SVM Confusion matrix 

SVM Predicted Class 

(4 x 4) Underweight Normal Overweight Obesity 

A
ct

u
a

l 
C

la
ss

 Underweight 30 37 4 2 

Normal 6 563 78 11 

Overweight 0 98 426 68 

Obesity 4 15 95 173 

Upon analyzing Table 6, it is observed that the SVM model accurately classified 30 instances of the 

Underweight class, 563 instances of the Normal class, 426 instances of the Overweight class, and 173 

instances of the Obesity class. A closer look at the TP, TN, FP, and FN data indicates that the Normal 
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class had the highest classification performance. However, due to limited data availability, the 

Underweight class demonstrated the lowest classification success. 

KNN Architecture-Based Classification Results 

Upon analyzing the classification values in Table 7, the accuracy rates of the underweight, normal, 

overweight, and obesity classes were computed for the KNN model. Figure 9 demonstrates a 

classification success of 74.03%. However, it is evident from the confusion matrix in Table 7 that the 

differentiation performance of the overweight and obesity classes is inadequate. 

Table 7. KNN confusion matrix 

KNN Predicted Class 

(4 x 4) Underweight Normal Overweight Obesity 

A
ct

u
a
l 

C
la

ss
 Underweight 55 17 1 0 

Normal 15 551 84 8 

Overweight 3 90 459 40 

Obesity 0 3 51 233 

Upon examining Table 7, it can be observed that the number of correctly classified data is 55 in the 

Underweight class, 551 in the Normal class, 459 in the Overweight class, and 233 in the Obesity class 

for the KNN model. Analysis of the TP, TN, FP, and FN data reveals that the most successful class is 

Obesity. However, it is evident that the classification success of the Underweight class is the lowest due 

to the scarcity of data. 

RF Architecture-Based Classification Results 

After analyzing the classification results of the ANN model, as shown in Table 8, the accuracy rates of 

underweight, normal, overweight, and obesity classes were calculated. Figure 9 illustrates that the ANN 

model achieved the highest classification success rate of 87.82% accuracy. However, the confusion 

matrix in Table 8 indicates that the normal and overweight classes had low performance in terms of 

differentiation. Upon reviewing Table 8, it can be observed that 49 data in the Underweight class, 607 

in the Normal class, 520 in the Overweight class, and 238 in the Obesity class are classified accurately. 

Upon analyzing the TP, TN, FP, and FN data, it can be deduced that the Normal class has the highest 

classification success. Due to the limited amount of data, the Underweight class has the lowest 

classification success. 
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Table 8. RF confusion matrix 

RF Predicted Class 

(4 x 4) Underweight Normal Overweight Obesity 

A
ct

u
a

l 
C

la
ss

 Underweight 49 20 3 1 

Normal 2 607 46 3 

Overweight 0 57 520 15 

Obesity 0 3 46 238 

Results of All Classification Models  

The accuracy, precision, recall, and F1 Score values of each model were obtained using the confusion 

matrix data, and the results and graph for all models are shown in Figure 9. 

 

Figure 9. Performance metrics were obtained for ANN, SVM, KNN, and RF 

Upon analyzing the outcomes presented in Figure 9, it was revealed that the RF model has the highest 

classification success rate (87.12%), whereas the SVM model has the lowest (74.03%). In a similar vein, 

the RF model exhibits the highest metric values beyond classification success, whereas the SVM model 

displays the lowest values. ROC curves were obtained to conduct a thorough analysis of the model's 

performance, and their results are shown in Figure 10 for all models. 
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Figure 10. ROC curves of all models 

Upon examining the ROC curves presented in Figure 10, it can be observed that the RF model achieved 

the most successful learning performance while the SVM model had the least successful learning 

performance. 

Conclusions and Discussion 

Obesity has recently become a rapidly increasing disease on all continents. Many diseases can occur in 

humans due to obesity. For this reason, it is necessary to determine the risk of obesity with regular 

controls and take the necessary precautions. The need for artificial intelligence methods has recently 

increased to accurately and quickly perform these operations. In this study, various machine learning 

techniques were employed to determine the obesity status of individuals using a dataset consisting of 14 

features and four classes. The classification processes were conducted using ANN, SVM, KNN, and RF 

methods on data collected from 1610 individuals. Cross-validation was used for training and testing 

purposes. The RF model yielded the highest classification accuracy of 87.82%, while the SVM model 

had the lowest accuracy of 74.03%. The ANN model achieved a classification success of 74.96%, while 

the KNN model achieved a classification success of 80.62%. To achieve higher classification success, 

the amount of data in the dataset should be increased. In addition, equal distribution of data between 

classes will increase the success of classification. Classification success can be increased by using 

different machine learning methods. In addition, the selection of features that are effective in 

classification can be determined by optimization or feature selection methods, which can increase 

classification success and speed. 
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