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Abstract— Augmented Reality (AR) boasts a wide array of applications throughout the entire product lifecycle; how-
ever, its adoption in industrial settings is often impeded by factors such as high setup costs, poor system integration, 
and limited modality. Despite these challenges, current Industrial Augmented Reality (IAR) applications exhibit a sig-
nificant overlap in components used for information gathering and visualization. This paper describes the current 
state of modern IAR architectures and introduces a novel framework for the definition of requirements specific to 
IAR ap-plications. This draws upon the principles of human-cantered design to provide a structured approach for 
integrating IAR more effectively in industrial contexts. Finally, a case-study shows how the framework can be used to 
help imple-ment an assistance system for assembly of a simple product. 

Keywords— Augmented Reality, Industrial Augmented Reality, Requirements Engineering, Human Machine Interac-
tion, System Design 

I. INTRODUCTION

Industrial Augmented Reality (IAR) has many applications across the whole product lifecycle, including 
as-sembly support, service and maintenance, or marketing applications [1]. Various studies show that the use of 
IAR can be advantageous, for example in reducing training times or the number errors when performing complex 
tasks [2], [3], [4]. Despite more capable AR hardware [5] and recent progress in presentation and tracking 
quality [6], industrial adaption for IAR remains low [7]. Future research should therefore focus more on 
organizational issues instead of technology alone, to make implementing AR more cost-effective and reducing 
training times [7]. 

The biggest issues relate to available software as well as required implementation and modification time to 
integrate them into existing processes. This is especially true for small and medium-sized companies (SMEs). 
One strategy might be introducing more modular solution that reduce these required implementation times and 
could help boaster adoption for SMEs in particular [5]. 

Even when working with those modular architectures, the afore mentioned limitations and trade-offs makes 
the requirement definition for these applications a special challenge in and itself. In a modular system, one 
has to decide if existing modules can be reused or new ones have to be developed, and if so, how functionality 
should be bundled into independent modules. This contribution therefore presents a methodology for 
implementing a mod-ular IAR system out of reusable components. To describe potential applications for such 
systems, IAR use-cases are described and classified in more detail. Then, potential approaches and architectures 
for modular IAR systems are described. Based on an overview of the current literature regarding requirement 
definition for AR and IAR systems, the mentioned methodology is developed. This includes both a proposed 
process based on DIN EN ISO 9241-210 [8] and some considerations and essential inquiries one should ask 
when defining requirements as a starting point. Finally, the proposed methodology is applied to a case study. 

II. STATE OF THE ART AND PRIOR RESEARCH

To be able to describe a framework for requirement definition, first, the current state of the art and research 
gaps are described. To be able to generalize and break down monolithic IAR applications into reusable compo-
nents, a common terminology to describe the usage context has to be established. For that, classification schemes 
for IAR use-cases are presented. Then, different approaches for modular architectures are presented. Finally, 
com-mon requirements and frameworks for requirement engineering for IAR are described. 
A. State of the Art

Today’s AR hardware is already adequate to support even large-scale AR applications [5]. A lot of progress
also has been made in presentation quality, as well as tracking and registration [6]. Context-aware AR applications 
have been proposed numerous times, for example with the introduction of deep-learning methods. The process 
made in display technologies, presentation quality, as well as tracking and registration is highlighted in [6]. While 
content can be presented using 3D models, texts, and symbols, the most appropriate representation used is highly 
dependent on the operator’s preference [6], [9], [10]. 
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Today, there are four predominant presentation technologies used in AR: video-see-through (VST) headsets, 
where the operator sees both a camera feed and virtual information through displays; optical see through (OST), 
where the operators directly sees the environment; mobile AR, where smart devices are used to render the camera 
feed and overlays; and projection based AR, where information is projected directly in top of the environment. All 
of these have different advantages and disadvantages, as [11] show with expert interviews. VST allows hands-free 
operation and high-quality overlays, while raising ergonomic problems. Furthermore, because the environment is 
only observed through screens and cameras, it raises both safety and security issues. On the other hand, OST allows 
direct perception of the environment, with the downside of decreased quality of virtual overlays. Ergonomic issues 
prevalent in these kinds of head mounted devices (HMDs), as well. Mobile AR allows known interactions. How-
ever, hands-free operation is an issue, as the operator constantly has to place and pick up the device. Projection 
based AR offers good compromises, allows hands-free operation, undisrupted overview of the environment, and 
no additional weight or devices to wear. Issues are its inflexibility and possible occlusions [11]. 

The different trade-offs can be seen on the example of maintenance specifically. There, mobile AR has a lot of 
advantages, like the ease-of-use and reliability. HMDs are therefore most useful when hands-free activity is re-
quired. That is usually during after an initial information phase during the actual execution [9]. 

While a lot of research has been done to improve model recognition and tracking, even recent AR applications 
mostly rely on a marker-based approach because of better reliability. Besides this and the afore mentioned ergo-
nomic issues, organizational challenges, like data integration and content authoring are major challenges for the 
adoption of AR in the industry [12]. 

When the accuracy requirements are higher than today’s tracking and registration methods allow, combining 
external sensors becomes a viable alternative [9]. This is also often used in industrial applications [13]. Industrial 
experiences also highlight that HMDs are mostly not suitable for industrial use while that mobile and projection-
based AR coupled with external tracking becomes a viable solution [13]. Other external sensors that might be 
coupled with IAR systems might be used for data acquisition, to monitor the environment, but also depth cameras 
for motion capture [9]. Additionally, industrial experiences shows that workers prefer and require different level 
of support or else may feel hindered by an assistant system [13], [9]. 

B. Industrial AR Use-Cases
Röltgen and Dumitrescu present a systematic literature review about the different use-cases of IAR. They define

a total of 26, like marketing, product design, assembly, or maintenance support. They also present a classification 
scheme that can be used to describe a use-case. To describe the context for the system, they define four types of 
actions a system can support: inform, execute, plan, and control. It is influenced by the field of application in the 
product lifecycle the system is used. For the lifecycle phase they propose to use (1) procurement, (2) engineering, 
(3) production, (4) logistics, (5) maintenance, (6) decommissioning, and (7) training. Additionally, they differen-
tiate whether the system effects the virtual or real world. Technological factors of the systems focus on the aim of
the augmentation (performance enhancement, qualification, or enhanced perception). This influences the spatial
location of information (user, object, or environment), the temporal context of the augmentation (whether it refers
to information from the past, present, future, or is fiction). Finally, they differentiate if it is desirable to separate
virtual information from reality or not [14].This classification scheme spans eight dimensions with a lot of possible
options, which is in contrast to the 16 observed applications. Furthermore, the classification introduces both the
context and the technological implementation, which makes it suitable to describe existing applications, but is not
as useful when trying to describe to goal of a future application, alone.

Therefore, we have proposed an alternative classification based on this [15]. Focus is the description of the use-
cases alone. This classification scheme keeps both the supported action and the supported lifecycle phase. These 
are usually well-defined when implementing an assistant system. As third and final dimension, the authors propose 
to use the desired level of support. As discussed above, using a suitable level of support for the specific workers 
is an important factor to consider. The degree of support might range from low, which includes visualizing infor-
mation while the operator is responsible for decision-making, to high where specific actions to perform are rec-
ommended by the system. A special case in this category is collaboration with a remote expert. This is considered 
part of this category because the support is not offered by the system, which is only responsible for facilitating 
communication, but by using the expert’s expertise. 

C. Modular IAR Architectures
Modular architectures for AR applications have various advantages for the different roles involved. As the im-

plementation work can be broken down into the different domains, specialists can effectively work on them indi-
vidually. Functionality can be evaluated more effectively and generalized into reusable components. This allows 
for quicker prototypes and testing, as well as for increased flexibility to address the needs of specific users [16]. 
The contribution proposes to create reusable components along the traditional three-layer architecture of software 
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systems. The view layer is separated into interaction modules, presentation modules, and tracking modules that 
incorporate their data into a universal world module, that controls placement of virtual information. This approach 
allows the combination of multiple sources for tracking information, like AR tracking and GPS. The application 
layer is responsible for integrating the data, for example by providing the necessary algorithms for sensor fusion. 
A task flow engine models a finite-state-machines, where each state is associated with necessary support docu-
ments that are shown to the user while the state is active. Context aware services abstract external services that 
might be added to the AR system, like printing. The user interface is modelled on top of a specific markup language 
and is also associated with a state machine, comparable to the task-flow engine [16]. 

For mobile devices specifically, the three core components are responsible for tracking, rendering a camera 
image, and rendering 3D components [17]. In their work for mobile devices, they decouple these functionalities 
to allow an easier implementation and adoption for content. Both works show the advantages such a modular 
architecture can have for adaptability and flexibility. However, the fundamental ways AR systems are developed 
has shifted in recent years. The described capabilities are provided by software development kits (SDKs). This 
includes both mobile devices, for which various available SDKs bundle tracking and rendering functionality, but 
even more so for HMDs, where this core functionality is provided directly by the operating systems. 

Recently proposed architectures focus on IAR applications and shifted away from the technical implementation 
to data integration and communication between different applications. Instead of dividing the technical implemen-
tation on a device into the three layers, one can separate between the visualization and interaction layer, a data 
transport layer, and a data acquisition layer as a viable alternative for IAR applications [18]. The data acquisition 
layer could connect to existing PLM, ERP, and IoT systems, while the data transport layer could exist as edge 
computing and be responsible for gateways and data proxies to Cache dynamically created IAR information. Fi-
nally, the data visualization layer is responsible for interactions with the operator [18]. 

To facilitate communication between different services in IAR applications, a distributed and service-oriented 
architecture can be used [19]. Different services, like object recognition, barcode decoding, or knowledge man-
agement, register availability on a service registry. Data from these services can be accessed through a companion 
device, that then passes the data on to the actual AR device. The architecture focuses on service and maintenance 
tasks across multiple companies. The work plan is described using Business Process Model and Notation (BPMN) 
[18]. The proposed architecture shows how modularity can facilitate shared implementation work across multiple 
companies, but focuses on data flows and communication, not on the technical implementation of the AR content. 

Content for AR applications can be shown in different ways. The different presentation devices, VST, OST, 
mobile AR, and projection, all have different advantages and limits, so that the most suitable devices for a given 
use case must choose on a case-by-case basis [11]. Studies also show performance differences between content 
representations. For example, presenting 3D models are especially useful when highlighting blind spots where the 
operator’s view is obstructed. It decreased the completion time compared to 2D renderings and other content rep-
resentation times [20]. 

A comprehensive literature review for content representation describes IAR content as a combination of a fea-
ture, the asset or content representation used, and the anchor that describes its position in space [21]. The content 
types that can be used can be text, signs, photography, video, drawings, technical drawing, a product model, or 
auxiliary models, like arrows [21]. Similar to the output device, the most appropriate representation to used de-
pends on many factors. The most common ones are text, symbols as a combination of 2D signs and 3D auxiliary 
models, and product models. The fact that the same data can be represented differently allows for more flexibility 
in the development of AR systems. As not all output devices support all data representations, e.g. a projector not 
supporting full 3D models, alternatives may be providing a 2D drawing or rendering instead. 

Based on this works and assumptions, we have developed a dynamic architecture based on reusable components 
[22]. Based on the three layers established in [16] and [18], the architectures devices a data, application, and view 
layer. The data layer is responsible for data persistency and interfaces to other enterprise systems. It may imple-
ment a proxy to cache dynamic content and provide services that may be used to convert data representations by 
changing data formats, or by transforming one representation to another, e.g. by rendering a 3D model into an 
image. These services registry their availability into a service registry, as established in [19]. The application layer 
is responsible for executing the work plan. It is modelled as a state-machine. Each state describes the desired AR 
annotation that should be shown to the operator, while state transitions are triggered by occurring events. Further-
more, the application checks if available components are in fact capable of executing the work plan with its re-
quired data representations, and schedules data conversions on the data layer when necessary. The view layer is 
divided into components responsible for interaction and presentation. While interaction systems emit events, 
e.g. by user interaction or through automated systems or components, like buttons, voice interactions, or external
sensors, presentation components show AR annotations to the operator. An AR annotation combines an anchor
point with multiple data representations. When an annotation contains more than one representation, the most
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suitable one is used in the current environment. The view layer communicates with the application layer through 
MQTT. Presentation components subscribe to a combination of anchor point and used data representation. By 
utilizing MQTT topics, data is only forwarded to components that support it. 

This architecture differs from other proposed solution in two ways: 

1. it explicitly supports not only full AR on HMDs or mobile devices, but spans from these AR implemen-
tations to already established pick-to-light systems. Because the required data representations and an-
chor points can be fulfilled through multiple components, a pick-to-light system may provide the object 
anchor, while 2D data representations are presented on a monitor. 

2. the proposed components make use of anchor points and data representation for typical IAR applications,
while leaving the technical implementation of those as a black-box. This middle-ground maintains a
high flexibility in the developed systems, while establishing a common ground for defining and de-
scribing the individual components. 

To describe data representation, the architecture focuses on the technical aspects. In contrast to [21], photog-
raphy, drawings, and technical drawings are combined into an image representation type while both 2D signs and 
3D auxiliary models are combined into a symbol representation. The main motivation behind the change is that 
the representation type is used to define capabilities of components instead of the effect it has on the worker. As 
shown in figure 1, the anchor points used are adapted to IAR applications as well. Detached content, or content 
without an anchor, is shown in screen-space, for example in a head-up-display style in an HMD or at another, ease-
to-read position chosen by the component. Content can be anchored spatially, usually at a specific product, or by 
anchoring it indirectly on an object using a given offset. Content may also only reference a given location. Addi-
tionally, content can be anchored to either a specific instance of an object or a given object type. The latter is 
especially important when indicating the location of a storage container. 

Before implementing an IAR system, the desired functionalities and requirements have to be defined. To support 
this process, various frameworks exist for systems in human-machine-interactions in general and IAR in particular. 
These are presented in the next section. 

D. Requirement Definition for Industrial AR
When designing IAR systems, various factors need to be considered to ensure the project’s success. Aspects

include technical considerations for the output hardware, how information is presented, and which information is 
required, how the operator can interact with the system, authoring and availability of content and data integration 
and processing. For that, a human-centred design should be followed [23]. Additional, common requirements for 
IAR applications include cost efficiency, data security, established regulations and laws, including ergonomics. 
For the first aspect, short setup times, the overall reliability of the system, as well as the accuracy of shown infor-
mation, which are often gathered in near-real-time, are crucial [24]. 

Based on expert workshops, some general requirements for a maintenance support application are described in 
[25]. First, one of the biggest advantages of the technology is portable access to relevant information. This includes 
information about required tools, materials, and spare parts. The Spatial information in IAR system can for exam-
ple be used to assist orientation in an assembly. Workflow guidance can be given more effectively using 3D ani-
mation, while the hands-free nature of most HMDs makes taking notes and pictures easier. Access to live telemetry 
data or cross-referencing existing cases are other advantages of permanent access to information. Finally, video 
calls with experts allow more effective work procedures. Other often requested features are an offline mode or 
recording of statistical data [21]. 

[26] describes factors that affect industrial adaption in four categories: task, workforce, context, and technology.
Considerations regarding the tasks, it should be sufficiently complex to justify the overhead of an AR solution. 
Tasks that benefit from remote work and off-site experts benefit greatly from AR. Information that is presented by 
an IAR system needs to be established and codified and required information for defining and describing the tasks 
needs to be available in the first place. Additionally, the skills of the workforce need to be considered. Providing 
simple instructions to expert technicians does not benefit them, neither does an instruction that requires some 
expertise for novice workers. The right balance between technical and practical abilities and shown information 
needs to be found. Additionally, digital skills and the technology acceptance level of the workforce needs to be 
taken into account. For the work context, leadership and organizational processes to be respected so that the solu-
tion does not only integrate into established software systems but processes as well. Additional considerations are 
accessibility, connectivity, comfort, but also tool availability and ease of use as technological success factors. [26] 

When data and instructions are only available on paper, [27] proposed a simple process for converting those 
into interactive AR work plans. First, the existing manual is analysed. Then, the work is divided in atomic actions. 
These can either be concepts or references, that should describe information using simple imagery and text, or 
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actionable tasks. These should use annotated images, descriptive graphical symbols, and descriptions of simple 
texts. Finally, the actions should be grouped and organized with a single message per entity, consistent texts, and 
recurring symbols [27]. 

Based on the general requirements and [8], a process for defining requirements for IAR systems is developed 
in [28]. First, the user context and task in analysed and the desired hardware is selected. Then, user requirements 
are collected based upon first tests with the hardware, and suitable interaction schemes are selected. The designed 
solution is developed and evaluated. For evaluation, two tests in laboratory environments and one in the field of 
application are proposed [28]. 

For evaluation, [29] presents an overview of different usability studies for AR in general and IAR in particular. 
For those, most studies are recruiting young university studies and are mostly lab-based tests. The NASA TLX 
score is the de-facto standard for testing usability, while time and error rate and accuracy might be evaluated as 
secondary metrics [29]. 

As in [28], [30] puts a lot of focus on the hardware-selection and developed criteria for evaluation HMDs in 
particular. Relevant factors are the cost, weight, and technical aspects, like the field-of-view battery power, camera 
resolutions, as well processor speed, available storage, and memory. Other important factors are available pro-
gramming interfaces, availability, and connectivity to external sensors or audio devices, as well as the used OS. 
Finally, ratings for dust and water resistance might be critical depending on the use-case [30]. 

The most comprehensive framework for requirement definition for IAR system is presented based on a literature 
review and expert interviews in [31]. First, they define 21 task keywords for atomic actions in maintenance and 
assembly task, for example remove, push, or measure, in the categories locate, check, operate, or other tasks. The 
main information type that can be indicated to the user might me operation, indication of a goal, or showing a 
sample. This is used to define a usage context. 
They define the types for coordinate systems or anchor points for virtual information: the coordinate system of the 
HMD in the form of a head-up-display; the world; a body part; an object; or a combination of the HMD and the 
object or of two objects. For data representations, they follow [21]. Then, they outline 18 conditions that can be 
used to select an appropriate combination of data representation and anchor point based on the usage context. 
Some examples are to use only texts and images for simple instructions, to not use an object anchor when the 
system requires accuracy below 1 cm, or to not show product models that do not fit into the field-of-view of the 
headsets. 
Main limitations of the study are its focus on HMDs, the fact that preferences and experiences of the user are not 
taken into account, and that it only describes requirements for the overall system. 

To build on the advantages for modular architectures outlined in the previous works, for example by using the 
architecture described in [22], the requirements must not only be defined for the overall system, but there needs to 
be a process for decomposing the system and defining the individual components. 

III. PROPOSED FRAMEWORK

As described in the previous section, splitting monolithic IAR systems into reusable components has several 
advantages. In previous works, the authors have shown the advantages of a three-layer architecture with separate 
interaction and presentation modules in the view layer [22]. The interaction events are responsible for triggering 
events that advance a work plan, while presentation modules show annotations to the worker. Annotations are a 
combination of a data representation, like images, videos, or 3D models, and anchor points. An annotation can be 
shown in a single representation component or split between them. The anchor point, e.g. a specific object or other 
position in space, is the spatial information attached to the information. 

When designing and implementing such a modular system, a developer must select the required events, anchor 
points, and suitable representations. As described earlier, there is no single best system for a given use-case. Rather, 
the solution depends on available data, expertise, existing systems and experiences, and the preferences and re-
quirements the worker that uses the IAR system. The presented methodology for defining and implementing an 
IAR system out of reusable components is based upon best practices and experiences from the literature, adapted 
to the component-based architecture. It follows the standard for human centred design for interactive systems [8] 
to describe the context and requirements for the overall system, define required events, anchor points, and data 
representation the system should be capable of. 

The basic process and its relation to [8] is presented in figure 2. 
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FİGURE 1. Process for Defining and Implementing a Modular IAR System 

A. Understanding and Defining Context
As already stated, the usage context of an IAR application can be classified into various categories. Because the

context in which the IAR system should be described without predetermining the technical implementation, the 
classification presented in [15] is used. Therefore, the system context is described by the supported action, the life-
cycle phase, and the desired level of support. 

The classification in these categories is the first indicator for the requirement definition in the second phase. 
The supported action can be one of four types: 1. an execution task, where a specific goal is to be accomplished; 
2. a control task where the status quo is compared to a target state; 3. planning tasks in which the operator has to
choose from an array of alternatives to establish the most effective course of action, given a set of predefined
parameters; 4. and inform tasks where relevant data or insights are communicated to the operator, not with the
immediate aim of achieving a specific result within the system, but to provide essential information that might be
beneficial for future actions.

These actions effect the requirements of the system in two ways: the structure of the work plan as well as the 
type of events typically required to support them. First, the action has a fundamental influence on the structure of 
the work plan. As described, the work plan is a finite-state machine where the active state describes the presented 
information, while events form interaction systems are mapped to state transitions. In execution tasks, a state 
usually correlates with an atomic action that should be performed. When an event indicates the completion of the 
current task, the work plan moves to the next. Additionally, these tasks might be grouped together as to not distract 
experienced workers. This results in a tree-like structure of the work plan. Furthermore, the required events for 
such an execution task are typically limited to navigating this tree structure. Typical events are going to the next 
or previous step or viewing more or less details on one to navigate deeper inside the tree. 

Controlling tasks are similar in that the properties to be checked and validated are often predefined in a task list. 
Therefore, the structure of the work plan and the required events are very similar. The main differences are that 
control tasks generate output. Therefore, the events that a system supporting control tasks supports must include a 
payload, e.g. by recording positions or measurements. Similar, planning tasks are performed to select from a choice 
of alternatives. The choices, for example selected products, configurations, or positions, must be recorded, as well. 
Therefore, the system also requires event that contain additional data. In contrast to control tasks, the structure of 
the work plan is not as predefined. It may contain valid configurations that must be converted into a suitable finite-
state-machine before using it in a system. 

Informing tasks do not generate output data directly. Rather, they are supporting the user in its decision-making. 
Similar to planning tasks, the required state-machine must be created beforehand out of possible states of the 
application, e.g. by including a state for each object an inform application should present data to. 

I. Understand and Define
System Context

II. Define Requirements III. Implement Solution IV. Evaluate Solution

Select Supported 
Action

Execute, Inform, 
Control, Plan

Define Lifecycle 
Phase

Select Appropriate 
Level of Support

Low - High
Remote Expert

Define Required 
Anchor Points

Define Necessary 
Representations
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Events

Check Existing 
Components

Define New 
Components

Implement New 
Components

Integrate System Validate System

Validate 
Components

Verify System

Describe 
Workplan
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The lifecycle phase that the system supports has the greatest impact on the specific data that can be presented, 
as some data is only available in later phases. While 3D models are often created early during product development, 
telemetry data is only available in the usage phase. It should be noted that the context might be described using 
multiple phases. When a product is in production in an assembly line, the product is in the phase “production” 
while the assembly line itself is in the “usage” phase. This makes it viable to show telemetry data, like manufac-
turing machine parameters or robot paths, while the actual product is assembled. 

Defining the necessary level of support is crucial for defining and developing successful and helpful IAR ap-
plications. While implemented IAR prototypes are frequently presenting very detailed instructions [15], for exam-
ple to support students in laboratory environments [29], research continues to show that this high level of support 
reduces performance of expert workers [3]. This is furthermore surprising considering preparing a complex task 
into a detailed and interactive AR instructions requires more work than using a limited scope for AR, like only 
using it to localize objects. A special case in the level of support is the remote expert. Here, the IAR application is 
only responsible for relaying information between the operator and the remote expert instead of giving support by 
itself. 

B. Defining Requirements
While the previous section presents some general guidance broad requirements to describe the system context,

the actual requirements depend on various factors and are mostly unique for any given system. This section pre-
sents influence factors that affect the actual requirements together with some sample questions that might be asked 
when detailing the requirements, including potential influences on the designed system. 
Table1 1 
Aspects and Guidelines that are relevant when defining requirements for IAR systems 

ID Category Aspect Guidelines 

Q11 Task Supported Action Does the task require hands-free usage? 

Q12 Accuracy High Accuracy required? Consider external 
tracking systems 

Q13 Task Complexity How complex is the task? Which information 
needs to be provided to the worker while perform-
ing an action? 

Q14 Spatial Information Is orientation helpful? To which points in space 
should the operator be guided? 

Q21 User Experience What are prior experiences of the user? Does he 
need continuous support or just a training phase? 
What information is relevant, what might be 
known to him? 

Q22 Preferences Can you offer choices, like what and how much 
information is needed. Consider alternatives to 
body-worn devices, like HMDs 

Q23 Technology Level How experienced is the user with technology, in 
general? Use simple and familiar interactions, 
where possible 

Q31 Environment Lightning Is the environment well lid? If not, camera-
based tracking systems might be unreliable 

Q32 Location Obscured or dark? Use spatial hints to guide 
user to the location 

Q33 Spatial Stability Is the environment changing or fixed? For fixed 
setups, spatial or projection-based AR might be a 
good alternative 

Q41 Business 
Context 

Existing Systems Are there existing AR or worker support sys-
tems, for example pick-by-light systems that can 
be integrated? 
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Q42 Data Interfaces With which interfaces should the system inter-
act, for example to record data? 

The first aspect that needs to be examined is the supported task. The overall supported action was already ex-
plained in the previous section. One central question when analysing the specific task is whether it requires hands-
free usage. While execution tasks often greatly benefit from hands-free operation [25], it is always a trade-off with 
safety, ergonomic, and cost efficiency, which are also important requirements to consider [24]. The second aspect 
to consider is the required accuracy. Today’s camera-based tracking is not capable of precise tracking. In [31], an 
accuracy requirement of 1 cm is mentioned as a rule-of-thumb at which precise AR hints should not be used. While 
[31] recommend using images or videos in such cases, external tracking systems can also be considered, as demon-
strated in [13]. As AR is fundamentally a spatial form of presenting information, the most natural type of infor-
mation to present is localization and orientation. AR can be efficiently used to guide workers to specific locations
or draw attention to parts of a machine. Other aspects, like presenting 3D content, always comes with an added
complexity during content generation and consumption. Symbols and texts are the most common representation
of data in IAR applications, while 3D models and animations are only relevant to specific applications [16], like
marketing or product design.

The second aspect to consider is the users and workers that will use the assistant system. Central questions are 
their general experience with the specific process, they individual preferences, but also the technology level they 
are familiar with. First, experienced workers need different support and information than novice workers or em-
ployees with cognitive impairments. Showing to many or to detailed instructions might increase the cognitive load 
for experienced workers, while novice workers want reduced information as they get more proficient with the task 
at hand [3]. For novice workers, the usage of AR has shown to reduce the training time and number of training 
cycles when performing complex tasks at the first time [32]. Therefore, one should consider using AR for training 
of workers not experienced with the specific tasks, unless variations or other requirements require continuous 
access to information for experts as well. On the other hand, workers with cognitive impairments might benefit 
from detailed instructions that are visible at all times [33]. Overall, one should always question whether data rep-
resentation is actually necessary in this form for the worker at a specific task. Instead of using sophisticated hard-
ware to display 3D animations, the necessary spatial information might be provided using a traditional pick-by-
light setup, instead. 

As different information can be presented in different ways using AR [34], one can also consider the preference 
of the users when designing an IAR system. This might include placement of information, filtering and deciding 
on the level of support wanted, to basic accessibility settings like text sizes. Similarly, the interactions with such a 
system should be designed multimodal [6], for example by adding an alternative input method to voice and dicta-
tion. Similarly, the technology level the users are familiar with need to be considered. Studies show that HMDs in 
particular tend to have higher mental load than other AR and non-AR devices, like projection-based or mobile AR 
or paper manuals [35]. Mobile AR, for example, uses smartphones and tablets with interactions the users might be 
more familiar than novel HMDs. This also underlines that the most sophisticated IAR application might be unsuit-
able for a given task if it does not take into considerations the needs and requirements of the user. 

The physical environment in which the system should be used limits the technologies that can be implemented 
successfully. In dark environments, camera-based AR tracking is often limited. At the same time, users benefit 
from spatial information and directions in these circumstances [31]. When the environment and setup is not chang-
ing, fixed AR setups offer better accuracy and reliability, for example by using external tracking systems. Data 
can also be made available through projection-based AR, which reduces mental load and improves economy, 
which are important aspects to consider when defining the requirements. 

Finally, the business context needs to be taken into account. Important requirements are the existing business 
processes in order to define the data that the system needs to collect and the data format used. This could, for 
example, be used to create a maintenance report after an execution task or saving results of quality control. Then 
existing interfaces to other enterprise tools, like product lifecycle management systems for product data and mod-
els, enterprise resource planning for tasks and orders, as well as internet of things platforms for live telemetry. For 
these interfaces, data availability and formats, potential conversions as well as access rights and caching potentials. 

Overall, the given aspects and considerations can be used as a framework when defining requirements for IAR 
systems. They are developed based on experience and best practices from the literature. These general considera-
tions can offer a good baseline from which to specify more detailed requirements that fit the use case to implement. 

C. Implement Solution
Based on the requirements that have been defined in the previous step with help from the provided guidelines,

the next step is to implement the IAR system. Then, suitable components have to be defined or selected by breaking 
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down and decoupling the functionality required by the overall system. These include the required interactions and 
events, the data that should be presented, and the spatial information that is necessary for the user. 

As reusability is one of the main advantages of the proposed architecture, checking and evaluating already 
existing components is a first step. As each component is defined by supported events, data representations, and 
anchor points, these can be evaluated against the requirements defined before. When deciding on reusing compo-
nents, one can consider transforming data into a simpler representation that is supported by the existing one, for 
example by rendering a 3D model into a 2D rendering or converting it into supported formats. In general, the 
overall requirements can be fulfilled by combining components. Providing both assembly instructions and sup-
porting the localization of parts to be used during an assembly step might be implemented by a pick-to-light com-
ponent for the parts and a monitor component that displays the instructions. Alternatively, both features can be 
integrated into a single component, for example in an HMD or using projection-based AR. 

When the requirements cannot be satisfied using existing components, new components need to be imple-
mented. First, the required events, anchors, and representations need to be split into one or more components to 
implement. In general, one should separate interaction components and their events from presentation components 
that support anchors and representations. Interaction components often support multiple events. A voice recogni-
tion system might enable event to navigate through a work plan by proceeding to the next or previous event or 
asking for help. Exceptions are events that hold additional data. A component where the operator enters infor-
mation, for example the results of a conducted measurement, typically only support a single event type that holds 
the entered information. For presentation components, the separation should be done primarily by their supported 
anchors. These describe which objects or other features the component can recognize and use to display infor-
mation near them. Typically, a presentation component only supports a limited number of different objects. They 
are often only available after the component is calibrated. This could include providing reference images or 3D 
models that are used in the tracking algorithms.  

In the next phase, the components are implemented individually based on their defined interfaces. This decom-
position enables the work to be split across teams or companies. For example, a team could implement a model 
tracking algorithm and provide it as a component without being concerned with how this functionality can be used 
in an IAR system. This separation of concern greatly increases the flexibility and efficiency in the implementation 
phase The component is then described by its capabilities. For an interaction component, these are the events that 
the component emits, while presentation components are described by supported anchor points and data represen-
tations. Additionally, each component is assigned a unique identifier. In this phase, the implemented component 
is verified against their requirements to ensure that it is able to fulfil the advertised capabilities. 

Both existing and newly implemented components are then integrated into the overall system. The application 
planning module collects the individual capabilities and compares them to the required capabilities from the work 
plan that should be executed. From there, it can be determined if the overall system can support all features re-
quired. As supported anchors might require additional calibrated, for example by providing tracking information 
for additional objects, at this stage, the planning module might prompt the operator to configure missing capabili-
ties. Only after all capabilities are fulfilled can the system be used with the provided workplan. 

D. Evaluate Solution
Finally, the overall system needs to be evaluated. Common approaches are validation first in a laboratory envi-

ronment and then in the final environment by end users [28]. The NASA TLX index is often used to evaluate the 
performance of IAR systems, sometimes in combination with performance indicators, like learning time, task ex-
ecution time, and error rate [29]. Overall, it is important to evaluate a solution in the specific workplace where it 
will later be used to identify problems with the environment, such as camera-based tracking issues or speech 
recognition. Additionally, workers who will later use the system, need to test the implementation in this phase, as 
well. During this phase, issued surfaced, and general feedback can be used to further improve individual compo-
nents and the overall system. Finally, it is important to check the reusability of the newly introduced components 
to ensure that they can also be used in future systems. 

IV. CASE STUDY

To demonstrate the proposed methodology, a case study with an assembly support system is presented in this 
section. After describing the context of use, the requirements are defined on the basis of the key questions outlined 
above. Finally, it is described how the system is decomposed and implemented from individual components. 

A. Understanding and Defining Context
The system to be implemented is an assembly support system for the assembly of toy robots. The robots are

about 20 cm long and are assembled using plates and screws. The required parts are in storage containers at the 
assembly station, while a simple fixture is used during the process. The assembly stand is used in a laboratory 
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environment mostly by students and guests without deeper experiences with the assembly. The desired degree of 
support can be considered medium to high, as detailed and ongoing descriptions of tasks to be performed should 
be shown to the user. However, different users will have different skills and experiences. The required level of 
support implies a structured work plan. This can be generated based on the assembly instruction, for example by 
following the process outlined in [23]. The resulting tree-like data structure describes an assembly step in each 
state, while similar steps are grouped together to account for the expected varying skill levels of the users. 

In the lifecycle phase production, full 3D models of the overall assembly as well of the assembly steps can be 
provided. Textual descriptions for the steps can be provided. The necessary parts required in each assembly step 
can be extracted from the assembly procedure, as well. Due to the unknown assembly state, the support system 
should provide guidance so that the operators can quickly pick the correct part for each assembly step. 

B. Defining Requirements
Following the outlined guidelines in the previous chapter, the requirements for the overall system can be de-

fined. The supported action (Q11) is an execution task, making hands-free usage an important consideration. In 
fact, this use-cases benefits a lot from it, because the operator will regularly use both hands, e.g. when screwing 
the plates together. Hands free usage is therefore desired. However, it is not complex enough to warrant 3D ani-
mations (Q13).  

As only instructions and 3D models are used, there is no need for especially high tracking accuracy (Q12). 
Spatial information can be used to guide the user to the correct storage container and highlight the points on the 
assembly, e.g. for showing screws, as operators are not familiar with the assembly stand (Q14) 

As the support system will be used mainly as a demonstrator there will be no dedicated training phase. Instead, 
users will require ongoing support, but this will vary depending on their previous experience (Q21). As this is 
purely a demonstrator, the system does not need to adapt to preferences of the user (Q22). The technology level 
the users are used to is expected to be high (Q23), so a full-fledged IAR application including advanced features, 
like voice or gesture recognition, can be used. The environment is a laboratory setting, so lightning (Q31) and 
obstructions (Q32) will not be a concern. Because of the dedicated assembly stand, including fixtures, there is a 
high spatial stability (Q33). The setup and surroundings will not change often. This makes a fixed setup, e.g. by 
using a projector, a viable option. Additionally, the setup can be calibrated manually, for example by manually 
configuring spatial hints. This allows the usage of object anchors without dedicated object tracking capabilities. 
The locations of the storage containers or screws, for example, can be calibrated and saved once or after changes 
in the setup. While data and information is available in enterprise systems, like 3D models in a PLM environment 
(Q41), manually preparing and converting data for the demonstrator is a viable alternative to implementing data 
interfaces (Q42). Based on these requirements and concerns, the system can be decomposed into individual com-
ponents. 

C. Implement Solution
The main requirements for the system are presentation of textual instructions, a 3D model of the current assem-

bly step, symbols or indicators at objects or parts of objects, interactions for navigating through the state machine, 
and recognition of the parts the user has taken out of storage containers. Therefore, the system requires text, sym-
bol, and 3D model data representations, as well as interactions for navigation (next, previous, and help), and the 
selection of specific parts. This can be broken into individual components as shown in figure 3. The components 
are implemented in two dedicated modules. The first is responsible for rendering the instructions and the 3D model, 
together with the navigation interactions. The second is capable of indicating the position of storage container and 
can register when the user grabs a part out of one of them. 
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FİGURE 2. Implemented Components for the Assembly Support System 

Overall, the assembly station is equipped with a projector and a depth sensor. Instructions and images are pre-
sented directly on the work surface. The position of the storage container is set manually. The depth sensor recog-
nizes gestures as well as the grabbing of objects out of those. The implemented system can be seen in figure 4. 

FİGURE 1. The implemented projection stand with highlighted storage containers, instructions, and the 3D model. 

D. Evaluate Solution
The individual components have been verified to ensure they fulfil the given requirements. Because the system

will be used exclusively for demonstrating purposes, an evaluation and formal validation has not been performed. 
However, before implementing such a system in a production environment, evaluation should be performed with 
the target group to ensure the system is supporting them adequately.  

V. CONCLUSION

Assembly Support System

Symbol Presentation 
Component

Anchor: Model (Type)
Representation: Symbol

Text Presentation Component
Anchor: None

Representation: Text

Model Presentation Component
Anchor: None

Representation: 3D Model

Step Interaction Component
Events: Next, Previous, Help

Storage Box Interaction 
Component

Events: PartSelected
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To reduce effort required when introducing and implementing IAR applications in the industry a modular ap-
proach offers various advantages. Individual components can be implemented by specialists and reused in other 
systems. To better fulfil special requirements of individual users, by integrating new components into an existing 
system. However, such a modular approach increases the complexity when designing a system. In addition to 
requirements for the overall system, it needs to be decomposed into individual modules and components. A system 
designer needs to select the functionality for each component so that the overall system can fulfil the requirements, 
while the individual components are general enough to make them reusable. 

This contribution presents a methodology for defining requirements for such a component-based architecture. 
Based on established standards and best-practices from the literature, a four-step process is described. Guideline 
questions are provided that support in the requirement definition phase of IAR systems. While the provided case-
study focuses on a laboratory setting, the generated insights can be transferred to other use-cases, as well. 
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