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ABSTRACT

In this article, three different indices NDVI, BNDVI and GNDVI are used for the identification 
of wheat, mustard and sugarcane crop of Saharanpur district’s region of Uttar Pradesh. Sentinel 
2B satellite images are collected from October 02, 2018 to April 15, 2019. These images are pro-
cessed using Google Earth Engine. These sentinel images are used to generate NDVI, BNDVI 
and GNDVI images using GEE. These three different indices images are further processed us-
ing SNAP software and particular indices values for 210 different locations are calculated. The 
same process is used for calculating BNDVI and GNDVI values. ARIMA, LSTM and Prophet 
models are used to train the time series indices values (NDVI, BNDVI and GNDVI) of wheat, 
mustard and sugarcane crop. these models are used to analyse MSE (mean absolute percentage 
error) and RMSE values by considering various parameters. Using ARIMA Model, for wheat 
crop GNDVI indices shows minimum RMSE 0.020, For Sugarcane crop NDVI indices shows 
minimum RMSE 0.053, For Mustard crop GNDVI indices shows minimum RMSE 0.024. Us-
ing LSTM model, for wheat crop NDVI indices shows minimum RMSE 0.036, For Sugarcane 
crop BNDVI indices shows minimum RMSE 0.054, For Mustard crop GNDVI indices shows 
minimum RMSE 0.026. Using Prophet model, for wheat crop GNDVI indices shows minimum 
RMSE 0.055, For Sugarcane crop NDVI indices shows minimum RMSE 0.088, For Mustard 
crop GNDVI indices using Prophet model shows minimum RMSE 0.101.

Cite this article as: Pargaien S, Prakash R, Dubey VP, Singh D. Crop cover identification 
based on different vegetation indices by using machine learning algorithms. Environ Res Tec 
2024;7(3)422–434.

INTRODUCTION

The frequent availability of satellite images opens up a multi-
tude of opportunities for scientists engaged in phenological 
investigation and crop classification. Understanding various 
land use classes, such as built-up areas, rivers, bare soil, for-
ests, and farmland, requires the selection of an appropriate 
technique [1]. Satellite images can be used to forecast Earth's 
surface analyses at various sizes and resolutions. Satellite 
images can be used to access and analyse all the necessary 

spectral and spatial feature data for the various land surfaces 
on Earth [2, 3]. The use of machine learning along with re-
mote sensing images makes it more acceptable for the land 
use land cover classification. Multi-temporal images are 
used to extract crop features based on time [4]. Using spec-
tral curves, the earthly objects are categorised. The radiant 
energy emitted by the items in the ground is the foundation 
of these spectral curves. Numerous indices are employed 
to categorise data to differentiate crops on the basis of dif-
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ferent characteristics [5]. Data mining and ML techniques 
have been used in many real-world applications. Traditional 
ML techniques make the assumption that training and test-
ing statistics came from the same domain and have a similar 
input feature space and set of data distribution properties 
[6]. In other situations, collecting training data is impracti-
cally expensive, time-consuming, and difficult in rural areas 
[7]. Therefore, it is necessary to develop high-performance 
learners using information that may be more easily obtained 
from many sources. Many CNN based techniques (such Res-
Net, VGG, and Inception) have been built in the domains of 
artificial intelligence, language processing, medical domain, 
and remote sensing application [8, 9]. Deep learning helps 
in target identification and classification. DL methods typi-
cally depend on enormous volumes of tagged training data. 
Big, potent deep learning models have been known for being 
data-hungry. They must be trained with thousands of data 
points before they can produce an accurate forecast. Re-
sources and time are both quite expensive when it comes to 
training [10]. Whereas, ML algorithms typically operate in-
dependently. Over a huge dataset, it gains knowledge about 
how to perform a certain task. It is impossible to use previ-
ous knowledge when analysing a new task. For the algorithm 
to start learning again, it usually needs a second dataset. To 
improve performance, a pre-trained CNN can be tuned on 
a particular dataset. Moreover, it reduced the target labelled 
data in comparison to starting from scratch [11, 12].

Transfer learning is the process of using previously learned 
tasks to learn new ones. The necessary data can be record-
ed and accessed by the algorithm. The model is loaded with 
features. Transfer learning is a ML technique that builds a 
model for one job on top of a model generated for another 
task. This transfer learning strategy has two major benefits: 
First and foremost, transfer learning accelerates learning. 
Since the algorithm does not have to learn as many new 
things, it can generate high-quality results more rapidly. 
Transfer learning, on the other hand, requires less data. In 
conventional learning, a sufficient amount of training da-
ta-which may number in the millions-must be fed to an 
algorithm before it can learn new knowledge. It is possible 
that the cost to generate and prepare this data for the model 
will be too high or that it won't be available at all. The is-
sue of inadequate training information for the target task 
is frequently addressed through the use of transfer learning 
[13, 14]. The BA-based clustering technique has been sug-
gested as a solution to crop type classification issues using 
multispectral satellite images [15]. This study created a new 
plant feature band set (FBS), optimised it, and combined 
it with an object-oriented classification (OOC) technique 
to create a new crop classification method. To distinguish 
different types of vegetation, 20 spectral indices sensitive 
to the biological factors of the vegetation are added to the 
FBS in addition to the spectral and textural aspects of the 
original image. Additionally, a class-pair separability (CPS) 
based spectral dimension optimization approach of FBS is 
suggested to enhance class pair separability while minimis-
ing data redundancy [16]. Several spectral indices have been 
generated using the time sequences of Landsat ETM+ and 

Rapid Eye data, and a framework for classification based 
on HMMs was developed for modelling crop vegetation 
patterns over a rural Mediterranean area with significant 
spatiotemporal crop variability [17]. A total of 12 com-
monly used spectral vegetation indicators were computed 
using 14 Sentinel-2 images. Principal component analysis 
(PCA) was also employed to evaluate the impact of de-
creased dimensionality on crop type mapping accuracy. The 
four original PCA components were processed in order to 
examine classifications for each index alone as well as for 
groups of various indices, all under the supervision of RF 
[18]. This article examined the use of optical imagery data 
in a multi-temporal crop type identification based on very 
high-resolution spatial imaging. Utilizing the red, green, 
and near-infrared spectral bands, three vegetation indices 
(VIs), including the NDVI, GNDVI and SAVI were created 
using the images of WorldView-3 and Sentinel-2 between 
April and July 2016 over Coalville (UK). The combination of 
DT and RF classification algorithms was predicted to have 
an OA of 91% [19]. The significance of 82 calculated indices 
for categorising crop types was assessed. Cropland categori-
zation using MSI data was carried out using RF and SVM. 
Overall accuracy of 90.2–92.2% was achieved using Super 
learning [20]. The MSI data were used to produce 91 spec-
tral indices [21]. A method for compositing the multi-tem-
poral NDVI to map the locations for planting winter crops 
using optical data from Landsat-7, -8, and Sentinel-2 was 
suggested in this article [22]. For crop mapping, the RF 
classifier-PSO ensemble method was employed [23]. SVM, 
RF and XG Boost using known vegetative indicators (VIs) 
were also used [24]. SDA and RF, two feature selection and 
evaluation techniques, were used to determine the red edge 
vegetation index of the NDRE based on PCA [25]. The three 
most important reflectance bands for crop classification, in 
our opinion, are SWIR1, Green, and Red Edge2. The LSWI, 
NDWI, and EVI were the top three vegetation indicators for 
crop classification [26]. SVM, RF, CNN, RNN with LSTM, 
and RNN with GRU models were analysed to perform crop 
classification [27]. Phenological cycles of crops are explored 
utilising temporal NDVI patterns. By compiling spectral 
data from various phenological stages, most crops with 
comparable spectral properties may be recognised [28]. 
Land surface temperature (LST) and the NDVI was used 
to improve crop categorization accuracy [29]. The Dou-
ble Exponential Smoothing and Autoregressive Integrated 
Moving Average with Explanatory Variables ensemble was 
created to improve prediction performance using forecast-
ing models based on time series analysis [30]. Using four 
different approaches—KELM, multilayer feedforward NNs, 
RF, and SVM—six crop kinds— beetroot, beans, winter 
wheat, grass, potato and maize were recognized from one 
MSI image and five C-SAR images collected during the year 
2016 [31]. Landsat 8 OLI multi-temporal data of year 2013 
was employed to find 7 crops varieties in Northern Italy. The 
study investigated the relationship between crop map deliv-
ery time and accuracy using four supervised algorithms that 
were fed multi-temporal spectral indices (EVI, NDFI, and 
RGRI) during the course of the season [32, 33]. Nineteen 
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multitemporal images captured by the Landsat-8 and Sen-
tinel-1A RS satellites are used in experiments for the joint 
experiment of agricultural assessment and monitoring test 
site in Ukraine to classify crops in a heterogeneous environ-
ment using ML methods [34]. A supervised classification is 
carried out using a group of MLP classifiers for broad area 
crop mapping at the JECAM test site in Ukraine. The MLP 
committee achieves an overall classification accuracy of 
85% (OA=85.32% and Kappa 0.8235). Accuracy for Win-
ter wheat, winter rapeseed, maize, and sugar beet were 85%. 
Sunflower, soybeans, and spring crops show poor perfor-
mance [35]. This study compares two methods for classify-
ing crops using multitemporal optical (Landsat-8) and syn-
thetic-aperture radar (SAR) Sentinel-1 imagery: pixel-based 
and parcel-based methods for the Joint Experiment of Crop 
Assessment and Monitoring test site in Ukraine, which will 
encompass the Odessa and Kyiv oblasts in 2014 and 2015, 
respectively [36]. According to this study, phenology-based 
algorithms can be recognised for classifying crops across a 
wide area. Annual maps of winter crops with UA 96.61%, PA 
94.13%, OA 94.56%, and Kappa coefficient of 0.89 were pro-
duced using rule-based algorithms and decision trees [37].

MATERIALS AND METHODS

Study Area and Data Set Used
The study area lies in Saharanpur district of Uttar Pradesh in 
India which is located 29° 57' 34.8984'' N latitudes and 77° 32' 
56.6052'' E as shown in Figure 1. Saharanpur district is locat-
ed in the north part of the India near the foothills of Shivalik 
ranges and lies in the Doab region. The area of Saharanpur 
district is 3689 sq. km. It is one of the most agriculturally 
developed districts of Uttar Pradesh. The important crops 
of the region are wheat, rice, maize, jawar, bajara, sugarcane 
and mustard. Wheat, sugarcane, and mustard were chosen 
for this study because they are the main crops grown in the 
study area during the winter. The climate in Saharanpur dis-
trict is warm where the temperate ranges from 5 °C to 45 °C 

with an annual average temperature of 23 °C. The range of 
humidity of Saharanpur region varies from 34% to 84%. In 
winter season its ranges from 62% to 74%, in summer season 
its ranges from 34% to 54% and in rainy season its ranges 
from 80% to 84%. The annual rainfall ranges from 498 to 
1566 mm with an average rainfall value of 1027 mm. The 
district's soil composition consists primarily of coarse sandy 
loam, with some pockets of clay loam. There is a 6.8 to 8.2 
PH range. In general, the subsurface water quality is good.

This study utilizes Sentinel – 2B level 1 C data. Level-1C 
product provides orthorectified Top-of-Atmosphere 
(TOA) reflectance, with sub-pixel multispectral regis-
tration. The Level-2A processing includes a Scene Clas-
sification and an Atmospheric Correction applied to 
Top-of-Atmosphere (TOA). With a revisit time of two to 
three days at mid-latitudes and five days at the equator, 
Sentinel-2B offers a high level of temporal resolution, in-
creasing the likelihood of finding images free of clouds or 
scenes that have less cloud cover. Sentinel-2's high spatial 
resolution (10, 20, and 60 m pixels for different spectral 
bands) makes it possible to identify and eliminate clouds 
and cloud shadows with greater accuracy. With 13 bands 
spanning from the visible to the shortwave infrared, the 
broad spectral range makes it possible to distinguish be-
tween clouds and surface characteristics using a variety 
of indices and algorithms. This study identifies wheat, 
sugarcane and mustard crops of Saharanpur region using 
NDVI, BNDVI and GNDVI indices. Sentinel – 2B data 
between October 2018 to April 2019 was observed for this 
study whose details are provide in Table 1.

This paper focuses on the identification of different crops 
using three ML models. A flow chart of modelling approach 
is shown in Figure 2. Wheat, sugarcane and mustard crop 
has been used to identify from the study area by utilizing 
ARIMA, LSTM and Prophet models. RMSE and MSE val-
ues were computed for all models to determine the most 
suitable ML model and vegetation indices to identify the 

Figure 1. Saharanpur District map, Uttar Pradesh, India.
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specific crop. Following steps were performed to identify 
different crops based on ML approach:

Step 1: Sentinel – 2B satellite images of study area was pro-
cessed using GEE. As a first step, the images of study 
area were extracted and vegetation indices images were 
formed with the help of GEE. NDVI, BNDVI and GND-
VI images were formed to identify different crop.

Step 2: Machine learning models require training data set 
to train the selected model. Therefore, for each crop, 
i.e., wheat, sugarcane and mustard the training data set 
of vegetation indices, i.e., NDVI, BNDVI and GNDVI 
were extracted with the help of SNAP software. 15 dif-
ferent areas within the study area were selected to de-
termine the indices values. A dataset of 210 points was 
created for three different crops using three different 
vegetation indices.

Step 3: Univariate time series models based on ARIMA, 
LSTM and Prophet were developed with vegetation in-
dices, i.e., NDVI, BNDVI and GNDVI for each crop, 
i.e., wheat, sugarcane and mustard. These developed 
models were further used to predict the different crop 
based on vegetation indices.

Step 4: RMSE and MSE were evaluated for different models for 
the prediction of crop based on the vegetation indices. A 
comparison of ML models and vegetation indices were car-
ried out to access the suitability of predication of specific 
crop.

Total 210 ground points of wheat, mustard and sugar-
cane were collected during this duration of the study 

area. 180 sample points are used to train the ARIMA, 
LSTM and Prophet model and 30 sample points are 
used for validation.

Machine Learning Models to Train the Vegetation Indices
Three ML models ARIMA, LSTM and Prophet has been 
utilised in this study. Following paragraphs provide a brief 
description of these ML models. 

Table 1. Details of Sentinel 2B data used in the study

S. No. Acquisition date Sensor Spatial Cloud 
   resolution cover

1 02-Oct-18

2 18-Oct-18

3 05-Nov-18

4 21-Nov-18

5 08-Dec-18

6 21-Dec-18

7 15-Jan-19 Sentinel 10 Less than

8 28-Jan-19 2B meters 10%

9 09-Feb-19

10 26-Feb-19

11 06-Mar-19

12 26-Mar-19

13 02-Apr-19

14 15-Apr-19

Figure 2. The methodology used for crop identification.
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a) ARIMA Model
The ARIMA model, also known as the Autoregressive In-
tegrated Moving Average Model, is a prominent stochastic 
time series model that was established in the literature. The 
time series is shown to be regressed on its own historical 
data by the AR component of ARIMA. The prediction error 
is a linear combination of the corresponding previous errors, 
according to the MA component of ARIMA. As required by 
the ARIMA model technique, the I part of ARIMA illus-
trates how the data values have been substituted with differ-
enced values of d in order to obtain data that is stationary. 
The time series under consideration is linear and has a nor-
mal distribution, which is the essential premise upon which 
this model is built. This model is employed in time-series 
analysis. It entails looking for patterns in the data and then 
forecast events based on those patterns. To capture various 
facets of a time series, the model integrates three elements: 
moving averages, differencing, and autoregression. In order 
to create an ARIMA model, the proper parameters must be 
chosen using strategies like grid search and cross-validation. 
An ARIMA model has three order parameters: p, d, and q. 
The number of lag observations, or lag order, in the model 
is represented by the symbol p. The symbol d denotes the 
degree of differencing, which is used to represent the num-
ber of differences between raw observations. The moving 
average window's size, or the moving average's order, is rep-
resented by the symbol q. βi is the auto regressive parameter 
of order p, i is moving average parameter of order q, α and 
µ are constant, yt' prediction estimate at time t, ϵ error term, 
t is integer index. Auto ARIMA (p, d, and q) automatically 
generates the most suitable parameter values. The best val-
ues that were created will be used by the model to produce 
accurate forecast results. Only past values (lags) are used by 
the AR model to predict future values. The AR model in its 
generalized form is expressed in equation 1.

 
(1)

The amount of prior values "p" will be considered for decid-
ing the forecast value. More historical values will be consid-
ered as the model's order increases. To difference the data, 
the difference between consecutive observations is comput-
ed. Mathematically, it can be shown in equation 2. 

yt'=yt – yt-1 (2)

Differencing removes the changes in the level of a time se-
ries, eliminating trend and seasonality and consequently 
stabilizing the mean of the time series. On the other hand, 
the moving-average, MA, model relies on previous fore-
casting failures to produce predictions. The MA model in 
its generalized form is expressed in equation 3. 

 (3)

The linear combination of q historical forecast errors can 
be thought of as the MA model. For predicting time series, 
ARIMA models have a number of benefits, such as the abil-
ity to capture a variety of patterns and behaviours in the 

data, such as seasonality, cycles, or trends. As they only need 
three parameters and some fundamental statistical assump-
tions, they are also fairly simple and easy to implement. For 
the forecasts, these models can include confidence ranges 
and error metrics like standard errors or root mean squared 
errors. When predicting time series, ARIMA models can be 
constrained and difficult. Due to the fact that they are linear 
models, they are unable to manage complicated dynamics 
or nonlinear relationships, such as rapid shocks or regime 
transitions. Before using ARIMA models, the data may 
need to be pre-processed to remove outliers and missing 
values, which can have an impact on the model estimation 
and forecasting performance. They are not appropriate for 
extremely brief or extremely long time series because they 
might not have enough data or get unstable with time. 

b) LSTM Model
Exploding/vanishing gradient issues are common while 
learning long-term interdependence. Strong recurrent neu-
ral networks like the LSTM model were created expressly to 
address these issues, even in cases where the minimal time 
lags are quite large. The LSTM architecture is composed of 
a group of sub-networks that are linked recurrently. The 
memory block's functions include data flow control with 
non-linear gating units and state maintenance over time. 
Three gates and a cell state give an LSTM module the capac-
ity to learn, unlearn, or retain information from each of the 
units in a selected manner. In LSTM, the cell state facilitates 
continuous information transfer between units by permit-
ting a limited number of linear interactions.

 (4)

 (5)

 (6)

 (7)

 (8)

 (9)

The Figure 3 shows the input and outputs of an LSTM for 
a single time step. This is one time step input; output and 
the equations are used for a time unrolled representation. 
Equation 4 represents f(t) (forget gate), equation 5 represents 
i(t) (input gate), equation 6 represents o(t) (output gate), 

Figure 3. LSTM Model.
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equation 7 and 8 represents c'(t) and c(t) (cell gate) respec-
tively, equation 9 represents h(t) (hidden gate), σg is sigmoid, 
σc is tanh and * is element wise multiplication. The input 
sequence directly or the output of a CNN can be used as 
the input for the LSTM x(t). These are the inputs from the 
previous timestep LSTM: h(t-1) and c(t-1). The LSTM's output 
for this timestep is o(t). In addition, the LSTM produces 
the c(t) and h(t) that can be utilised by the subsequent time 
step LSTM. Observe that f(t), i(t), c'(t) are also produced by 
the LSTM equations. These are utilised to generate c(t) and 
h(t) for the LSTM's internal consumption. There is no time 
dependence in the weight matrices Wf, Wi, Wo, Wc, Uf, Ui, 
Uo, Uc and biases bf, bi, bo, bc. This indicates that these weight 
matrices remain constant throughout time steps.

The LSTM network is used in a variety of problem domains, 
both alone and in combination with other deep learning 
designs. LSTM is capable of addressing any problem requir-
ing periodic memory, such as time series forecasts. They are 
more complicated and require more training data in order to 
learn efficiently than regular RNNs. Secondly, they are un-
suitable for online learning assignments like forecasting or 
classification tasks where the provided data is not a sequence.

c) Prophet Model
Prophet is a time series prediction technique that fits the 
appropriate seasonality to the non-linear trends in the 
series using an additive model. It works well with highly 
seasonal time series and numerous seasons of previous in-
formation. The Prophet models' primary inputs are growth 
and changepoint range. For growth, the trend's "linear" or 
"logistic" forms are used. In changepoint range, how close 
the changepoints can be to the time series' end depends on 
the range. The trend is more malleable as the value increas-
es. It consists of two seasonal components: a weekly-based 
model using dummy variables, and an annual-based model 
using Fourier series. In Prophet model, there is no need of 
much prior experience in forecasting time series data. With 
a set of data, it is capable of recognizing seasonal patterns 
and offers easily understood characteristics. Prophet has a 
number of advantages over other models, one of which be-
ing its interpretability. For seasonality, there are smoothing 
parameters that let you control how closely to fit historical 
cycles. When compared to the forecasting model with no 
change, Prophet did not offer any overall improvement. 

Prophet can be considered a nonlinear regression model, of 
the form as shown in equation 10.

yt = g(t) + s(t) + h(t)+∈t (10)

where s(t) reflects the different seasonal patterns, h(t) records 
the effects of the holidays, and εt is a white noise error term. 
g(t) represents a piecewise-linear trend (or "growth term").

Accuracy Assessment
Accuracy assessment is important to determine the strength 
of model in predicting the unknown. The assessment of 
accuracy can be performed based on evaluating the error 
between the actual and prediction. Therefore, in this paper 

Root mean square error and mean square error are calculat-
ed and analysed. RMSE and MSE are explained below

a) RMSE
One of the most popular metrics for assessing the accura-
cy of forecasts is the root mean square error, often known 
as the root mean square deviation. It uses the Euclidean 
distance to illustrate the deviation between predicted and 
measured true values. Mean Squared Error (MSE) and 
Root Mean Squared Error (RMSE) are regression measures 
that are actually connected because RMSE's computation is 
based on MSE.

RMSE=
 

(11)

RMSE is explained by equation 11, where N is the number 
of data points, y(i) are the observed values, and y'(i) are the 
predicted values.

b) MSE
The average squared difference between the actual and ex-
pected numbers is known as the mean squared error. Squared 
error is a row-level error calculation that squares the differ-
ence between the real and the predicted. It is also frequently 
referred to as L2 loss. By looking at the MSE, or mean of these 
errors, we may assess the model's performance more accu-
rately throughout the whole dataset. One of the most used 
measures when working with regression models is RMSE, 
which is usually chosen more than MSE. This is mainly be-
cause the resulting number has a much easier to understand 
interpretation due to its substantially bigger value.

MSE= (12)

MSE is explained by equation 12, where y(i) represents the 
observed values, N is the number of data points, and y'(i) 
represents the predicted values.

We utilise the RMSE more frequently when evaluating a 
model's fit to a dataset since its units of measurement match 
those of the response variable. The MSE, on the other hand, 
is expressed in response variable squared units.

RESULT AND DISCUSSION

Determination of Vegetation Indices and Preparation of 
Training Data
The NDVI, GNDVI, and BNDVI images can be calculated 
using the red, near-infrared, green, and blue bands available 
in Sentinel satellite images. The GEE Code Editor can be ac-
cessed by going to code.earthengine.google.com using GEE. 
The "COPERNICUS/S2" image collection contains Sentinel 
2 data, which needs to be imported. We must first supply the 
region of interest (ROI) in order to compute the vegetation 
indices. We can construct a geometry object for our ROI. It 
is necessary to decide on the analysis's time frame. We need 
to filter the Sentinel-2 data based on our time range and ROI. 
The image from each day with the fewest clouds must be se-
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lected after the collection has been sorted by cloud cover. We 
can compute these vegetation indices by creating a function 
to do so and mapping it across the collection of images. We 
will then see the NDVI, GNDVI, and BNDVI images on the 
map. We can adjust the visualisation settings (min, max, and 

palette) to suit our tastes. Following the processing of the 
study area's NDVI, BNDVI, and GNDVI images with GEE, 
the SNAP software is used to further process the images and 
determine the region of interest's indices values. The specific 
index values for 210 distinct points are determined.

Figure 4. (a) NDVI indices predicted graph for ARIMA, LSTM and Prophet model. (b) BNDVI indices predicted graph for 
ARIMA, LSTM and Prophet model. (c) GNDVI indices predicted graph for ARIMA, LSTM and Prophet model.

(a)

(b)

(c)
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Development of Machine Learning Models
The ARIMA (Auto Regressive Integrated Moving Average) 
model is a time series forecasting method that combines au-
toregressive (AR) and moving average (MA) components. 
It was developed to capture and model different aspects of 
time series data, making it a versatile tool for analyzing and 
predicting time-dependent phenomena. For ARIMA mod-
el, the start value of p, d, and q is considered as 0. The max-
imum value of p and q is 5 and maximum value of d is con-
sidered as 8. The maximum value of P, D and Q is considered 
as 5. The starting value of P, Q is 0 and D is considered as 1. 
The value of m is 12 and random state is 20. The value of n 
fits is 5. The Boolean value of seasonal and trace is true. The 
best ARIMA model of order = (4,0,1), and seasonal order = 
(2,1,1,12) is considered in this time series analysis.

The LSTM model using "relu" activation functions and a 
single LSTM layer with 200 neurons. Since there is just one 
time-step and one feature in this data, the input shape is 
(1,1). Adam optimization method is used in this analysis. 
loss function, which can be used to calculate the model's 
loss and adjust the weights in order to lower the loss on 
the subsequent evaluation. The loss function in this case is 
mean square error. The model is trained for 1000 epochs.

The parameter with the greatest impact on the Prophet 
model is the changepoint prior scale parameter. It estab-
lishes the trend's degree of flexibility, namely how much the 
trend fluctuates at trend changepoints. In this analysis the 

value of this parameter is 0.5. The seasonality mode param-
eter is multiplicative.

Selection of ML Model and Vegetation Indices For 
Prediction of Crop

Wheat Crop
Figure 4a, 4b and 4c showed NDVI BNDVI, and GNDVI in-
dices predicted graph for ARIMA, LSTM, and Prophet mod-
el for wheat crop. Table 2a show RMSE error and MSE error 
for ARIMA, LSTM, and Prophet model using wheat NDVI 
indices values. NDVI indices for wheat crop show RMSE er-
rors of 0.0345, 0.0367 and 0.1072 for ARIMA, LSTM, and 
Prophet model respectively. It can be clearly observed from 
the Table 2a that RMSE for wheat NDVI using ARIMA mod-
el is minimum. Table 2b show RMSE error and MSE error 
for ARIMA, LSTM, and Prophet model using wheat BNDVI 
indices values. BNDVI indices for wheat crop show RMSE 
errors of 0.03, 0.0548 and 0.0748 for ARIMA, LSTM, and 
Prophet model respectively. It can be clearly observed from 
the Table 2b that RMSE for wheat BNDVI using ARIMA 
model is minimum. Table 2c show RMSE error and MSE 
error for ARIMA, LSTM, and Prophet model using wheat 
GNDVI indices values. GNDVI indices for wheat crop show 
RMSE errors of 0.02, 0.0509 and 0.0556 for ARIMA, LSTM, 
and Prophet model respectively. It can be clearly observed 
from the Table 2c that RMSE for wheat GNDVI using ARI-
MA model is minimum. Therefore, based on RMSE values, 

Table 3a. NDVI indices RMSE and MSE Errors for ARIMA, 
LSTM and Prophet model

  Sugarcane NDVI

S. No. Models RMSE errors MSE errors

0 ARIMA 0.0538 0.0029

1 LSTM 0.0806 0.0065

2 Prophet 0.0883 0.0078

Table 3b. BNDVI indices RMSE and MSE Errors for ARIMA, 
LSTM and Prophet model 

  Sugarcane BNDVI

S. No. Models RMSE errors MSE errors

0 ARIMA 0.0616 0.0038

1 LSTM 0.0547 0.0030

2 Prophet 0.0889 0.0079

Table 3c. GNDVI indices RMSE and MSE Errors for ARIMA, 
LSTM and Prophet model

  Sugarcane GNDVI

S. No. Models RMSE errors MSE errors

0 ARIMA 0.0670 0.0045

1 LSTM 0.0741 0.0055

2 Prophet 0.0883 0.0078

Table 2a. NDVI indices RMSE and MSE Errors for ARIMA, 
LSTM and Prophet model

  Wheat NDVI

S. No. Models RMSE errors MSE errors

0 ARIMA 0.0345 0.0012

1 LSTM 0.0367 0.0013

2 Prophet 0.1072 0.0115

Table 2b. BNDVI indices RMSE and MSE Errors for ARIMA, 
LSTM and Prophet model

  Wheat BNDVI

S. No. Models RMSE errors MSE errors

0 ARIMA 0.0300 0.0009

1 LSTM 0.0548 0.0030

2 Prophet 0.0748 0.0056

Table 2c. GNDVI indices RMSE and MSE Errors for ARIMA, 
LSTM and Prophet model

  Wheat GNDVI

S. No. Models RMSE errors MSE errors

0 ARIMA 0.0200 0.0004

1 LSTM 0.0509 0.0026

2 Prophet 0.0556 0.0031
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ARIMA model may be selected to classify wheat crop us-
ing NDVI, BNDVI, GNDVI indices. For wheat crop, if we 
compare the RMSE values of NDVI, BNDVI and GNDVI. 
GNDVI indices shows minimum RMSE 0.02 using ARIMA 
model. NDVI indices shows minimum RMSE 0.0367 us-

ing LSTM model. GNDVI indices shows minimum RMSE 
0.0556 using Prophet model. On the basis of these results, it 
may be analysed that to predict wheat crop, GNDVI indices 
are better for ARIMA and Prophet model and NDVI indices 
are better for LSTM model.

Figure 5. (a) NDVI indices predicted graph for ARIMA, LSTM and Prophet model. (b) BNDVI indices predicted graph for 
ARIMA, LSTM and Prophet model. (c) GNDVI indices predicted graph for ARIMA, LSTM and Prophet model.

(a)

(b)

(c)
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Sugarcane Crop
Figure 5a, 5b and 5c showed NDVI, BNDVI, and GNDVI 
indices predicted graph for ARIMA, LSTM, and Prophet 
model for sugarcane crop. Table 3a show RMSE error and 
MSE error for ARIMA, LSTM, and Prophet model using 

sugarcane NDVI indices values. NDVI indices for sugar-
cane crop show RMSE errors of 0.0538, 0.0806 and 0.0883 
for ARIMA, LSTM, and Prophet model respectively. It 
can be analysed from the Table 3a that RMSE for sugar-
cane NDVI using ARIMA model is minimum. Table 3b 

Figure 6. (a) NDVI indices predicted graph for ARIMA, LSTM and Prophet model. (b) BNDVI indices predicted graph for 
ARIMA, LSTM and Prophet model. (c) GNDVI indices predicted graph for ARIMA, LSTM and Prophet model.

(a)

(b)

(c)
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show RMSE error and MSE error for ARIMA, LSTM, and 
Prophet model using sugarcane BNDVI indices values. 
BNDVI indices for sugarcane crop show RMSE errors of 
0.0616, 0.0547 and 0.0889 for ARIMA, LSTM, and Proph-
et model respectively. It can be analysed from the Table 
3b that RMSE for sugarcane BNDVI using LSTM mod-
el is minimum. Table 3c shows RMSE error for ARIMA, 
LSTM, and Prophet model using sugarcane GNDVI indi-
ces values. GNDVI indices for sugarcane crop show RMSE 
errors of 0.0670, 0.0741 and 0.0883 for ARIMA, LSTM, 
and Prophet model respectively. It can be analysed from 
the Table 3c that RMSE for sugarcane GNDVI using ARI-
MA model is minimum. Therefore, based on RMSE val-
ues, ARIMA model may be selected to classify sugarcane 
crop using NDVI and GNDVI indices. LSTM model may 
be selected to classify sugarcane crop using BNDVI indi-
ces. For sugarcane crop, if we compare the RMSE values of 
NDVI, BNDVI and GNDVI. NDVI indices shows mini-
mum RMSE 0.0538 using ARIMA Model. BNDVI indices 
shows minimum RMSE 0.0547 using LSTM model. GND-
VI indices shows minimum RMSE 0.067 using ARIMA 
model. On the basis of these results, it may be analysed 
that to predict sugarcane crop, NDVI and GNDVI indices 
are better for ARIMA model and BNDVI indices are bet-
ter for LSTM model.

Mustard Crop
Figure 6a, 6b and 6c showed NDVI, BNDVI, and GNDVI 
indices predicted graph for ARIMA, LSTM, and Prophet 
model for mustard crop. Table 4a show RMSE error and 
MSE error for ARIMA, LSTM, and Prophet model using 
mustard NDVI indices values. NDVI indices for mustard 
crop show RMSE errors of 0.0632, 0.0860 and 0.1533 for 
ARIMA, LSTM, and Prophet model respectively. It can be 
analysed from the Table 4a that RMSE for mustard NDVI 
using ARIMA model is minimum. Table 4b show RMSE 
error and MSE error for ARIMA, LSTM, and Prophet mod-
el using mustard BNDVI indices values. BNDVI indices 
for mustard crop show RMSE errors of 0.0331, 0.0842 and 
0.1655 for ARIMA, LSTM, and Prophet model respectively. 
It can be analysed from the Table 4b that RMSE for mustard 
BNDVI using ARIMA model is minimum. Table 4c show 
RMSE error and MSE error for ARIMA, LSTM, and Proph-
et model using mustard GNDVI indices values. GNDVI in-
dices for mustard crop show RMSE errors of 0.0244, 0.0264 
and 0.1019 for ARIMA, LSTM, and Prophet model respec-
tively. It can be analysed from the Table 4c that RMSE for 
mustard GNDVI using ARIMA model is minimum. There-
fore, based on RMSE values, ARIMA model may be selected 
to classify mustard crop using NDVI, BNDVI and GNDVI 
indices. For mustard crop, if we compare the RMSE values 
of NDVI, BNDVI and GNDVI. GNDVI indices shows min-
imum RMSE 0.0244 using ARIMA Model. GNDVI indices 
shows minimum MSE 0.0264 using LSTM model. GNDVI 
indices shows minimum MSE 0.1019 using Prophet mod-
el. On the basis of these results, it may be analysed that to 
predict mustard crop, GNDVI indices are best for ARIMA, 
Prophet, and LSTM model.

CONCLUSION

In this Study ARIMA, LSTM and Prophet models are 
used to train the time series indices values (NDVI, BND-
VI and GNDVI) of wheat, mustard and sugarcane crops of 
the study area. These models are used to analyse MSE and 
RMSE values by considering various parameters. For wheat 
crop, on the basis of individual vegetation indices, ARIMA 
model show least RMSE error of 0.0345 for NDVI indi-
ces, least RMSE error of 0.03 for BNDVI indices, and least 
RMSE error of 0.02 for GNDVI indices. So ARIMA model 
may be selected to classify wheat crop using NDVI, BND-
VI, GNDVI indices. To predict wheat crop on the basis of 
model, GNDVI indices show least RMSE error of 0.02 for 
ARIMA model and least RMSE error of 0.0556 for Proph-
et model. NDVI indices show least RMSE error of 0.0367 
for LSTM model. So GNDVI indices are better for ARIMA 
and Prophet model and NDVI indices are better for LSTM 
model. For sugarcane crop, on the basis of individual veg-
etation indices, ARIMA model show least RMSE error of 
0.0538 for NDVI indices, LSTM model show least RMSE 
error of 0.0547 for BNDVI indices, and least RMSE error 
of 0.0741 for GNDVI indices. So ARIMA model may be se-
lected to classify sugarcane crop using NDVI, LSTM model 
may be selected using BNDVI and GNDVI indices. To pre-
dict sugarcane crop on the basis of model, NDVI indices 
show least RMSE error of 0.0538 for ARIMA model, NDVI 
and GNDVI shows least RMSE error of 0.0883 for Proph-

Table 4a. NDVI indices RMSE and MSE Errors for ARIMA, 
LSTM and Prophet model

  Mustard NDVI

S. No. Models RMSE errors MSE errors

0 ARIMA 0.0632 0.0040

1 LSTM 0.0860 0.0074

2 Prophet 0.1533 0.0235

Table 4b. BNDVI indices RMSE and MSE Errors for ARIMA, 
LSTM and Prophet model 

  Mustard BNDVI

S. No. Models RMSE errors MSE errors

0 ARIMA 0.0331 0.0011

1 LSTM 0.0842 0.0071

2 Prophet 0.1655 0.0274

Table 4c. GNDVI indices RMSE and MSE Errors for ARIMA, 
LSTM and Prophet model

  Mustard GNDVI

S. No. Models RMSE errors MSE errors

0 ARIMA 0.0244 0.0006

1 LSTM 0.0264 0.0007

2 Prophet 0.1019 0.0104
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et model. BNDVI indices show least RMSE error of 0.0547 
for LSTM model. So NDVI indices are better for ARIMA 
model, NDVI and GNDVI indices are better for Prophet 
model and BNDVI indices are better for LSTM model. For 
mustard crop, on the basis of individual vegetation indi-
ces, ARIMA model show least RMSE error of 0.0632 for 
NDVI indices and least RMSE error of 0.0331 for BNDVI 
indices. LSTM model show least RMSE error of 0.0264 for 
GNDVI indices. So ARIMA model may be selected to clas-
sify mustard crop using NDVI, BNDVI indices and LSTM 
model may be selected using GNDVI indices. To predict 
mustard crop on the basis of model, GNDVI indices show 
least RMSE error of 0.0244 for ARIMA model, least RMSE 
error of 0.0264 for LSTM model, and least RMSE error of 
0.1019 for Prophet model. So GNDVI indices are better for 
ARIMA, Prophet, and LSTM model. In order to analyse the 
crops of those localities that have similar environmental 
circumstances to the trained locale, the optimal model and 
vegetation indices may be chosen based on this training.
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