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Abstract— Prigogine’s theory of dissipative structures provides a general account of entropy-driven self-organized 
transitions through hierarchies of structures separated by discontinuities. The theory encompasses a wide range 
of evolving systems throughout nature and culture. Possibilities for operationalizing a new collective rationality 
spanning physics and psychology emerge from Prigogine’s emphases on two distinct senses of probability, on the 
concept of the sufficient statistic, and on the role and limitations of the Poisson distribution in formulating a 
“nonlinear master equation.” Unnoted by Prigogine are correspondences of all three of these issues in the 
mathematical foundations of statistics and measurement established in the works of Ronald Fisher and his student, 
Georg Rasch. The three areas of correspondence inform models enabling specifically metrological approaches to 
quality-assured quantification across the sciences. Prigogine’s sense of “deterministic chaos” is re-expressed in 
measurement terms as stochastic invariance and the need for “a supplementary parameter” augmenting the Poisson 
distribution is related to a rating scale model of measurement. Considering these connections, this paper proposes 
that what Prigogine anticipates as a “new intelligibility” and a new science of “collective rationality” could be 
pragmatically operationalized in a new metrological infrastructure, one made coherent by the generality of entropy-
driven nonequilibrium processes. 
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I. INTRODUCTION

Haynes and colleagues remark that: 
Since the 1980s, most social science applications of entropic methods have separated themselves from 
intriguing but none-too-useful analogies with thermodynamics and statistical mechanics, concentrating instead 
on foundations in probability and statistics. We applaud this trend as a maturation of social science modeling 
and urge researchers to distinguish statistical entropy information from thermodynamic entropy, referring to 
thermodynamic ideas only when doing so is clearly necessary in ecological or nature-human interface studies. 
[1] (p. 41)

One can hardly disagree that social science’s entropic analogies with thermodynamics are immature. Georgescu-
Roegen’s 1971 book, The Entropy Law and the Economic Process [2], like Bailey’s 1990 Social Entropy Theory 
[3], not only did not lead to a new consensus on models and methods, but difficulties encountered in substantively 
connecting physical entropy with evolving social and psychological systems rendered many of its uses empty 
metaphors [4-7]. Although the theory of entropically dissipating nonequilibrium processes is deeply rooted in the 
early works of Gauss, Gibbs, Fourier, and Boltzmann [8], the equilibrium conception of economic processes 
proved a more tractable, though more limited, integration of the nineteenth century’s mutually interdependent but 
polarized labor theory of value and marginalism paradigms [9] - [10]. 

Key opportunities for demonstrating essential points of contact with theoretical and methodological 
fundamentals have gone unremarked, however. This has understandably obstructed abilities to imagine, plan, and 
obtain practical results living up to the expectations generated by the original prospects for a new science. Even 
so, most of the rest of the authors of chapters in the book containing the Haynes paper appear to disagree with 
Haynes et al.'s statement, as they all pursue the intriguing analogies Haynes disavows.  

Those chapters, however, can be interpreted as making Haynes et al.’s point for them. They do so by proceeding 
in the usual manner from the typical assumptions of the methods employed in the social sciences, and so do not 
focus on substantiating important aspects of the analogy with thermodynamics. This has been the predominant 
manner of proceeding in a large volume of research conducted over the last 50 years extending ideas and methods 
involving entropy and complex systems from the natural sciences into psychology and the social sciences.  

This trend began when the phenomena of noise-induced, entropy-driven physical phase transitions were found 
to have clear analogues in chemical and biological development and evolution [11] - [18]. This work provides a 
platform for imaginative explorations of a new dialogical kind of intelligibility integrating the discourses of the 
natural and human sciences [3], [19] - [36]. In initiating these investigations, Prigogine provides a rare example of 



Nobel-level technical expertise combined with a best-selling book translated into twelve languages [37], [38]. 
Though much has been said in this context by way of conjectures, theorizing, and descriptive expositions, rich 
potentials for practical methods and results incorporating Prigogine’s [39] sense of a paradigmatically “new 
rationality” have yet to be fulfilled.  

That may change as both a general philosophical worldview and its specific mathematical technicalities are 
articulated in methodological terms better able to inform the conduct of a wide variety of research programs across 
the sciences. Given the long history of efforts failing to improve the human condition or doing so only to markedly 
limited extents [40], it is essential that we foreground the role of uncertainty and the potential, with the irreversible 
passing of time, for all conclusions to be retrospectively evaluated as premature and hasty [41], [42]. This entails 
an ethos of keeping the conversation that we are alive, open to new experiences, and that empowers participants 
in dialogue to negotiate common understandings in unique local circumstances. The goal here then is limited to 
some modest initial explorations of the possibility that there may be productive mathematical modeling 
connections to be made between nonequilibrium processes and measurement, and that these connections may be 
important to richer fulfillments of the potentials that many have discerned in thermodynamics for so long.  

A start in this direction draws on Prigogine’s theory of entropy-dissipating structures, where order increases as 
entropy production declines in relation to the maximum possible entropy. This current effort expands on recent 
research connecting entropy, information, and measurement [43] - [47]. Although that body of work is not 
integrated with nonequilibrium thermodynamics, it remains highly relevant to the design and implementation of 
metrologically traceable systems of distributed cognition [43], [44], [48] - [57]. 

Substantiating the analogy from thermodynamics requires a clearer understanding and operationalization of 
probability as an issue of central importance for characterizing social and psychological phenomena in terms of 
dissipative structures. Prigogine repeatedly emphasizes, but does not clarify, a distinction between two senses of 
probability. One of these obtains in deductive population statistics motivated by sampling problems, while the 
other is a sense of probability not resigned to making do with incomplete information, but which instead expresses 
the structure of natural law. This is a matter of central importance. After fleshing it out, Prigogine’s “nonlinear 
master equation” is re-expressed to connect it with the form of additive conjoint, log-interval models of 
measurement [58] - [67] supporting quality-assured unit definitions and instrument traceability [51], [54], [68].  

Prigogine’s sense of the way dissipative structures of all kinds self-organize and evolve through hierarchically 
complex and discontinuous levels of complexity is then explicated in the context of developmental psychology. 
Discussion focuses on the cognitive and operational difficulties experienced in shifting individual thought and 
institutional policies away from automatic Cartesian assumptions of individual volition and centralized planning 
to the initiation of Hegelian, distributed, multilevel, embodied cognitive systems [69] - [76]. These difficulties 
themselves are evidence of the power exerted when individual minds are embedded in and integrated with 
symbolic ecologies. The fluidity of virally contagious automatic associations makes the modern Western dualistic 
and Cartesian worldview a formidable barrier to initiating a new unmodern nonWestern, nondualistic, Hegelian 
worldview embedding collective rationality in its institutional infrastructures. Thus, neither Prigogine nor Piaget 
fully succeeded in thinking through their basic Cartesian worldviews to transform their hidden assumptions into 
objects of operations at a higher order level of complexity [77], [78]. Their failures largely follow from their lack 
of attention to the need to solidify strategic alliances and expand networks enabling stakeholders to advance their 
interests more effectively via collaboration than they could in isolation [79] - [82]. 

Moving in this direction of ecologizing instead of modernizing [83] - [85] then entails contradicting Haynes et 
al.’s [1] recommendation that researchers take up “referring to thermodynamic ideas only when doing so is clearly 
necessary in ecological or nature-human interface studies,” since the point is to cease merely describing nature 
and ecosystems, and to instead actively constitute human nature’s integrated organism-environment units of 
survival, being the change we want to enact. Such lived paths substantiate developmental psychology’s focus on 
play in environments providing ample infrastructural learning opportunities [75], [86] - [88] and correspond with 
the playfulness of subjective experience in language use [89] (p. 104), and with the flow of learning in the history 
of science [90] - [93].  

Universally accessible cognitive infrastructures embedded in the social environment induce the 
operationalization of individuals’ latent skill potentials [87], [88], [94], [95] because “organism and environment 
are inseparable in cognitive development” [96] (p. 646). Simply put, the question is one of augmenting individual 
intelligence with smart contexts [97], of obtaining “brilliant results from average people managing brilliant 
processes” (Cho, quoted in [98], p. 84), and recognizing that “cultural progress is the result of developmental level 
of support” [99] - [101]. In this context, recognizing the unity of the organism and its environment as the focus of 
natural selection [94], [102] - [104], it becomes apparent that common languages like the SI units constitute an 
infrastructural capacity essential to the advancement of science and the economy. As will be shown in the contrast 
of deductive probabilities and inductive likelihoods, conceiving the organism-environment as the unit of survival 
and adaptive evolution leads to a sense of “probabilistic epigenesis” [88] useful in imagining new possibilities for 
the future. 
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They obtain that status by enabling us to think the same thoughts in a coordinated way without having to 
communicate directly [105], [106] (pp. 247-257) [107] - [115]. As Hayek [116] (p. 88) [117] put it, 

The problem is precisely how to extend the span of our utilization of resources beyond the span of the control 
of any one mind; and, therefore, how to dispense with the need of conscious control and how to provide 
inducements which will make individuals do the desirable things without anyone having to tell them what to do. 

Hayek’s specification of inducements will prove to be key in addressing this problem of how to embed a collective 
rationality in the infrastructural cognitive supports provided by the external social environment. Prigogine [118] 
(p. 504) similarly remarks on how models of nonequilibrium processes surpass the capacities of traditional 
equilibrium models in economics, saying that: 

The interest of this class of models is that they enable us to make the interplay between the actors and the 
constraints of the environment more transparent…. Let us emphasize the importance of such models for social 
sciences in order to make the decision mechanisms more transparent in a democratic society: we have here an 
example of a process of evolution in which science and collective rationality may interact in a constructive way. 
Perhaps this will be a way of demythologizing the process of collective decision making, without negating its 
complexity. Models alone will of course not be a substitute for political decision making, but they may help to 
make their implications more explicit. 

The models and “new laws of nature” Prigogine [119] holds as emerging at “the end of certainty” require 
recognizing, accepting, and integrating the uncertainty entailed by evolving entropy-dissipating systems. In these 
systems, three discontinuous levels of complexity are simultaneously enacted: a concrete within-individual micro 
level, an abstract individual meso level, and a formal population macro level. Prigogine and Stengers [38] (p. 300) 
say: 

…an essential characteristic of our scheme is that it does not suppose any fundamental mode of description; 
each level of description is implied by another and implies the other. We need a multiplicity of levels that are 
all connected, none of which may have a claim to preeminence. 

As a result of his ethnographic study of experimentalists, metrologists, and theoreticians in microphysics, Galison 
[120] (p. 143) similarly proposes an "open-ended model" that is "tripartite in allowing partial autonomy to
instrumentation, experimentation, and theory," and that leads us to "expect a rough parity among the strata—no
one level is privileged, no one subculture has the special position of narrating the right development of the field or
serving as the reduction basis." Galison [121] (p. 46) explains, remarking on how “representing meaning as locally
convergent and globally divergent seems paradoxical” while at the same time recognizing that:

It seems to be a part of our general linguistic ability to set broader meanings aside while regularizing different 
lexical, syntactic, and phonological elements to serve a local communicative function. So too does it seem in 
the assembly of meanings, practices, and theories within physics. [121] (p. 49) 

That is, everyday language does not typically use abstract phonemic and grammatical standards to impose uniform 
idealized conceptions on unique local circumstances. Instead, arbitrary abstractions set up as consensus standards 
serve as the media through which shared understandings are negotiated by relating multifaceted ideas to concrete 
things. In everyday language, the semantic triangle of ideas, words, and things functions as an assemblage 
packaging a heterogeneous array of structures, functions, and fluctuating circumstances in intuitively accessible 
linguistic systems.  

Semiotics has then expanded into ecosemiotics, biosemiotics, and cybersemiotics as the role of language as the 
irreducibly complex vehicle of thought has focused interest on transdisciplinary models of science [122] - [129]. 
Analogous senses of multilevel complex assemblages have been explored and documented by other investigations 
in the history of science emphasizing the roles of measurement standards and instruments as mediating social 
relations, theory, and data [81], [82], [106], [130] - [152]. Though multilevel complexity is difficult to grasp 
conceptually, everyday language use and repeated daily measurements of time, distance, temperature, etc. involve 
practical experience in how it works. 

In like fashion, in psychometrics, Guttman [153] (pp. 79-81) also emphasizes that three levels are employed 
simultaneously when he distinguishes informal everyday language from formal technical terminology and from 
mathematical symbolization, en route to articulating a theory and practice of cumulative science. Each of 
Guttman’s levels can be seen as implying semiotic distinctions between levels for concrete things and data, abstract 
words and instruments, and formal ideas and theories within them. Wright [154], another psychometrician, 
explicitly expands on the levels of complexity offered in Peirce’s semiotics to describe the evolution of 
understanding in science and measurement, while Stenner and Horabin [155] describe the evolution of construct 
theories as progressing from intuitions to data to prediction. And to underscore the multilevel functioning of 
cognitive operations, developmental psychology recognizes that people utilize multiple levels of cognitive 
complexity at the same time, and typically employ the lowest level of performance allowed by the environment 
[96], [156].  

The uncertainties entailed by the chaotic dynamics characterizing these levels of complexity set limits on the 
extent to which the interplay between the individual and its environment can be made more transparent. That 
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transparency will never be perfect, but much can be done to improve on the obscurities and confusions dominating 
today’s systems by recognizing, accepting, and acting on the all-pervasive ubiquity of uncertainty: 

…even in classical physics we get randomness and unpredictability…. pure mathematics, in fact even 
elementary number theory, the arithmetic of the natural numbers, 1, 2, 3, 4, 5, is in the same boat. … So if a 
new paradigm is emerging, randomness is at the heart of it. [157] (p. 13) 

We are well past the point in time at which the historic importance of uncertainty as a paradigm-setting principle 
[157] - [163] ought to have infused every level of discourse in every field of human endeavor. Given that his proofs
on the irreducible incompleteness and inconsistency of self-referential systems, and his “discovery that there are
arithmetical truths which cannot be demonstrated formally” [164] (p. 101), have had little effect on the practices
of mathematicians, it is not surprising that Gödel wrote a letter to his mother expressing his disappointment that
his work had not impacted mathematics the way that his friend Einstein’s work had impacted physics [157] (p.
13). Though it will have taken much longer to arrive, Gödel’s day may yet come. Gödel’s proofs inspire confidence
in the validity and truth of the shift in the conception and practice of scientific method entailed by the
foregrounding of uncertainty advocated here [165] (p. 52).

That confidence will be needed as the limits on knowledge become even more complex. It will be imperative 
that we move beyond systematic integrations of concrete, abstract, and formal levels to yet higher orders of 
complexity. We tend to devalue and brush aside paradoxical complications, ambiguities and inconsistencies in 
daily life, such as the contradictions obtaining in obeying or disobeying a parental command to stop acting like a 
child, or those involved in taking the initiative while not crossing boundaries.  

In this vein, contrary to Kuhn’s [166] emphasis on convergent thinking in coherent paradigms, Prigogine and 
Stengers [38] (pp. 307-309) take issue with Kuhn’s sense of normal science, emphasizing the way undercurrents 
of nagging discrepancies persistently appear, are minimized or ignored and disappear, and re-appear in unexpected 
contexts, in the history of science. Similarly, in a complementary fashion, others have shown healthy scientific 
fields to be productive as a result of perspicacious divergence in thinking, where disagreements provoke learning, 
investments in demonstrating proofs, and developments toward unexpected insights [121] (pp. 46-49, 843-844) 
[167] - [170]. Recognizing that universally uniform consensus on fully determined facts has never been and never
will be achieved, Prigogine and Stengers [38] (p. 299) conclusively assert that “the epoch of certainties and
absolute oppositions is over.” Indeed, nothing is more certain than uncertainty [171].

Agreeing to disagree in productive ways becomes ever more important in the contexts defined by systems of 
systems at the metasystematic level of complexity, by supersystems at the paradigmatic level, and by systems of 
supersystems at the cross-paradigmatic level [90], [91], [172] - [174]. The provisional clarifications that might be 
achieved by explicitly addressing uncertainty and modeling it in practically applicable stochastic formulations 
might lead toward empowering transformations [85] of today’s disempowering organizational paradoxes [175].  

We here intentionally seek to define and create institution-level infrastructures for ecologized economies of 
thought at a paradigmatic level [176]. This intention is a continuation of Prigogine’s [15] (p. 12) introduction of 
mathematical methods for characterizing “a whole hierarchy of structures separated by discontinuities” enabling 
“a concrete, unified description of the macro-world,” where “the concept of stability really reconciles the unity of 
laws with the existence of well-defined levels of description.” These methods must then integrate individual mental 
operations with the external environment’s infrastructural supports at multiple discontinuous levels of complexity, 
in a manner replicating today’s existing integrations of scientific, legal, market, and communications networks 
and standards [108] - [111], [177] - [181]. In so doing, we aspire to fulfilling Prigogine’s goal of a new collective 
rationality. 

II. DISTINGUISHING PROBABILITY FROM LIKELIHOOD

Prigogine [17] distinguishes between two kinds of probability while arguing that transitions through “a 
hierarchy of structures separated by discontinuities” are entropically driven by spontaneous reorganizations of 
functions—fluctuations—and that “this conception is applicable to a large number of situations, including the 
functioning of cognitive structures envisioned by Piaget” [17] (p. 263) [19], [39], [118], [182] - [187]. Brooks and 
Wiley [11] (p. 356) concur, saying, “The second law [of thermodynamics] is thus more than the natural law of 
energy flows; it is the natural law of history” [25]. Prigogine [17] (p. 263) [16], [38], [119] concludes by saying, 
"We are perhaps moving towards a new discipline which will inherit from physics the cares of the world, of 
quantitative description, and from classical metaphysics the ambition of finding a coherent global image that would 
include man."  

At the physics end of this new discipline, Prigogine argues that, from his perspective, in quantum theory “the 
basic quantity is no longer the wave function corresponding to a probability amplitude, but probability 
itself. …Probability is no longer a state of mind due to our ignorance, but the result of the laws of nature" [119] 
(p. 132), [17] (p. 262), [188] (p. 5). These laws comprise a “new form of intelligibility as expressed by irreducible 
probabilistic representations … [that] deal with the possibility of events, but do not reduce these events to 
deductible, predictable consequences" [119] (p. 189). 
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Prigogine’s sense of a different, nondeductive kind of probability directly expressing laws of nature 
independently reproduces the inductive likelihood functions Ronald Fisher [189], [190] contrasted with deductive 
population statistics’ probabilities. Fisher [189] (p. 367) wrote: 

The conclusion is drawn that two radically distinct concepts, both of importance in influencing our judgment, 
have been confused under the single name of probability. It is proposed to use the term likelihood to designate 
the state of our information with respect to the parameters of hypothetical populations, and it is shown that the 
quantitative measure of likelihood does not obey the mathematical laws of probability. 

Duncan and Stenbeck [191] (pp. 24-25) argue that this contrast of likelihood and probability marks an essential 
difference between scientific and statistical models: 

The main point to emphasize here is that the postulate of probabilistic response must be clearly distinguished 
in both concept and research design from the stochastic variation of data that arises from random sampling of 
a heterogeneous population. The distinction is completely blurred in our conventional statistical training and 
practice of data analysis, wherein the stochastic aspects of the statistical model are most easily justified by the 
idea of sampling from a population distribution. We seldom stop to wonder if sampling is the only reason for 
making the model stochastic. The perverse consequence of doing good statistics is, therefore, to suppress 
curiosity about the actual processes that generate the data. 

Duncan and Stenbeck [191] (p. 23) [192] say they emphasize this distinction between statistical models and 
scientific models “with all the rhetorical force we can muster.” A large chorus of others writing before and since 
[67], [193] - [203] expand on this theme. Guttman [204] (p. 329), for instance, states that “Measurement 
theory…deals with the construction of structural hypotheses rather than with inference from samples.” Statistical 
models describe population-level data distributions to support deductive inferences from samples. In this 
paradigm, models are fit to data, prioritizing the maximization of explained variance or the minimization of p-
values in significance tests. Model-data mismatches are rectified by modifying the model, often via the addition 
of multivariate interactions. The hypothesis of a reproducible unit quantity that remains invariant across 
instruments and samples is not formulated or tested.  

Scientific models, in contrast, prescribe the form of individual level response functions to inductively infer the 
definition and comparison of generally applicable unit quantities bound by uncertainty. In this paradigm, data are 
fit to models specifying the univariate structure of quantitative measurements. Model-data mismatches are rectified 
by modifying the data, not just in the sense of the particular observations included in tests of the quantitative 
hypothesis but more fundamentally in the sense of attending to the content of the questions asked.  

Ronald Fisher [189] developed the mathematical basis for the contrast between (a) scientific measurements, 
where individual observations comprise a sufficient statistic (a count or sum score) extracting all available 
information from the data, and (b) statistical analyses in which group-level means and standard deviations are 
sufficient for reproducing normal distributions. These concepts and distinctions remain today just as confused and 
blurred as they ever have been. Explicit mention of the differences between deductive sampling probabilities and 
inductive response likelihoods is lacking in most examinations of probability in measurement modeling. When 
they are mentioned, the differences are minimized.  

For instance, a recent text on metrological infrastructure [205] (pp. 46-47) notes that two mutually inconsistent 
versions of probability co-exist in the GUM (Guide to the Expression of Uncertainty in Measurement) [206]. One 
version involves a “conventional” focus on event frequencies, and the other, subjective degrees of belief. Though 
not referred to as such, this distinction plainly involves the difference between deductive inferences motivated by 
sampling problems and inductive inferences motivated by response processes. This internal inconsistency is said 
to be “harmless” and that, when a decision between them must be made, the GUM endorses the conventional view. 

In another example [207] (pp. 39-40) in which the differences between inductive likelihood functions and 
deductive sampling probabilities are noted, it is recognized that “the likelihood function is not a probability 
distribution” and that “maximum-likelihood estimation is not a probabilistic estimation.” But the overriding 
assumption of probability as singularly involving sampling problems leads to the dismissal of the likelihood 
function as ”not fully convincing” and largely irrelevant to measurement modeling. When inductive inference 
problems are addressed, they are typically taken up in Bayesian terms [207] (pp. 48-54), and in the course of 
identifying the value of the measurand from the measurement system’s observed output (i.e., during a restitution 
or reconstruction process) [208], [209].  

The inferential connection made in restituting the measurement value in relation to an SI unit standard suggests 
a potentially productive point of entry for expanding the conceptualization and operationalization of inductive 
inferences and response process likelihoods into measurement systems featuring quality-assured metrological 
traceability [51] (p. 48), [43], [68] (pp. 71-74). An influential source of possibilities for that kind of an expanded 
appreciation of likelihood functions in metrology are found in the works of Rasch [63], [65], [210]. After studying 
in 1934-1935 with Ronald Fisher in London, and with the econometricians Frisch and Tinbergen in Oslo, Rasch 
formulated probabilistic models for measurement blending Fisher’s emphasis on the sufficiency of individual-
level response processes with Frisch and Tinbergen’s application of Maxwell’s method of analogy [111]. Rasch 
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[63] (pp. 110-115) structured the form of his models via an analogy from Maxwell’s analysis of Newton’s Second
Law, incorporating the form of lawful regularity into the model parameterization.

In taking this approach, Rasch’s measurement modeling concepts stand in complete opposition to the models 
and methods associated with Item Response Theory (IRT) [211], as has been repeatedly asserted by all of the 
major proponents contributing to the advancement of Rasch’s perspective [67], [193], [201] - [203], [212] - [218]. 
As Linacre [219] (p. 926) put it, “The Rasch dichotomous model is a derivation from measurement axioms. It has 
nothing to do with the normal ogive model” used in IRT. Even IRT advocates admit that “The [IRT] theta-scale, 
or any linear transformation of it, however, does not possess the properties of a ratio or interval scale, although it 
is popular and reasonable to assume that the theta-scale has equal-interval properties” [220] (p. 87).  

Going along with the misconceived association of Rasch’s perspective on measurement modeling with IRT 
simply because it is “popular and reasonable” amounts to nothing more than fallaciously appealing to expert 
authority, begging the question, equivocating, and appealing to popular opinion, all of which unscientifically 
assume something is true in the absence of a logical argument or evidence [221] (p. 20).  

Rasch’s principled perspective on designing instruments with the intention of empirically fulfilling explanatory 
ideals to fit-for-purpose quantitative uncertainty tolerances accords with 

• Kuhn’s [222] (p. 219) historically informed perspective that “The road from scientific law to scientific
measurement can rarely be traveled in the reverse direction;”

• Butterfield’s [223] (pp. 16-17, 26, 96) sense of scientific advances not being based in primarily empirical
accumulations of observed data but requiring a geometrical “thinking cap;” and with

• Kant’s [224] (p. 20) perspective that science does not follow “nature’s leading strings,” but compels
nature to answer questions of reasoning’s own determination in an unfolding dialogue.

Appropriating without citation Tinbergen’s application of Maxwell’s method of analogy [111], [225], [226], Rasch 
conceived of measurement as a probabilistic projection of the form of a scientific law, using it as a means of seeing 
whether experience might be amenable to that kind of organization. As Rasch wrote: 

...the acceleration of a body cannot be determined; the observation of it is admittedly liable to ... 'errors of 
measurement', but ... this admittance is paramount to defining the acceleration per se as a parameter in a 
probability distribution -- e.g., the mean value of a Gaussian distribution -- and it is such parameters, not the 
observed estimates, which are assumed to follow the multiplicative law [acceleration = force / mass].”  

Where this law can be applied it provides a principle of measurement on a ratio scale of both stimulus 
parameters and object parameters, the conceptual status of which is comparable to that of measuring mass and 
force. Thus, ... the reading accuracy of a child ... can be measured with the same kind of objectivity as we may 
tell its weight [63] (p. 115). 

Rasch here built on Ronald Fisher’s [103] (pp. 103-104) point that, “because all laws of natural causation were 
essentially laws of probability, the predictability of a system has the same basis in the natural as in the social 
sciences” [227] (p. 289). In accord with Prigogine’s sense of “deterministic chaos,” Fisher held that, “far from 
being contradictory, the notions of probability and determinism are intrinsically related” [227] (p. 290). The key 
distinction between likelihood and probability is maintained here in that the Gaussian distribution referred to by 
Rasch concerns the errors of measurement associated with each individual estimate, whether of stimulus or 
response parameters. All further references here to probabilistic models of measurement assume this distinction is 
understood. 

Wright [228] (p. 32), the foremost proponent of Rasch’s ideas from the 1960s through the 1990s [229], [230], 
accordingly says that what Rasch accomplished is “a definition of measurement, a law of measurement. Indeed, 
it's the law of measurement.” Probabilistic conjoint models [59], [61], [231], [232] operationalizing this law of 
measurement have informed several decades of research and practice in the development and deployment of 
quantitative systems for high stakes admissions, graduation, certification, and licensure contexts [233], [234], in 
classroom applications facilitating formative feedback [235] - [241], in the context of Piagetian developmental 
psychology [242] - [250], in adaptive and AI instrument adminstrations [251] - [253], and others involving tens of 
millions of measurements annually [254] - [258], in education, health care, sustainability, and other fields. 

Research in the domain of dissipative structures, however, has not incorporated the structure of natural law into 
the form and function of measuring instruments calibrated to defined unit quantities. Prigogine stresses the 
empirical, phenomenological groundedness of the new sense of probability he has identified, and notes that it is 
not the same thing as the probabilities deduced in accommodating the limits on knowledge imposed by statistical 
sampling problems. But Prigogine’s research and that of others applying his ideas does not specifically model and 
evaluate invariant structural dimensions of collective action projected by and estimated from individual 
observations. Neither are these experiments conducted with the aim of calibrating tools intended for distribution 
throughout networks of end users whose decisions and behaviors constitute the collective rationality that was 
modeled.  

On the contrary, the probabilistic methods implemented in applications of the theory of dissipative structures 
are formulated and applied in a deductive and descriptive statistical manner that neither identifies nor calibrates 
the hypothesized collective dimension on the basis of individual response likelihoods. The promised laws of nature 
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are confirmed only in summary statistics describing processes from the outside in and top down, not in distributed 
measurements inscribing processes from the inside out and bottom up. Not being formulated in terms informing 
active participation in modeled processes on mass scales, the statistically described collective rationality has no 
medium of implementation. We now turn to how that kind of formulation might be achieved. 

III. RE-EXPRESSING PRIGOGINE’S “NONLINEAR MASTER EQUATION” 
AS A PROBABILISTIC MODEL OF MEASUREMENT

Prigogine’s [16] (pp. 115-119) [188] (pp. 28-34) “nonlinear master equation” can be restated as a probabilistic 
model of measurement, one that “belong[s] to the same class that metrologists consider paradigmatic of 
measurement" [50] and that provides “a specifically metrological approach to human-based measurement" [54] 
(p. 26). The potential for a meaningful restatement of the master equation follows from Prigogine’s distinction 
between empirically descriptive phenomenological equations and theoretically prescriptive master equations, 
which then provide a model of a natural law. Prigogine’s emphasis on individual-level processes is substantiated 
in terms of the same Poisson and Markov processes employed in probabilistic measurement. Prigogine stakes the 
objectivity of the measurements made on the demonstrable generality in nature of Poincare resonances, which are 
taken as the basis of a structural analogy to cognitive and social phenomena. 

A. Poisson Limitations and the Need for a “Supplementary Parameter”
Prigogine [16] (pp. 116-117) remarks on shortcomings of the Poisson distribution limiting its relevance to stable

systems. This limitation makes it necessary to bring in a “supplementary parameter scaling the extension of the 
fluctuations” to make it apply in unstable systems [16] (p. 117). Fluctuations compromising the stability of the 
macroscopic state may provoke a transition to a different level in a discontinuous hierarchy. But the appearance 
of a physical instability depends on fluctuations of a critical size, as they behave differently at different size spatial 
extensions: “only fluctuations of sufficiently small dimensions obey Poisson statistics” [16] (p. 117; emphasis 
added). Prigogine then remarks that “this is a very important result because it implies that, conversely, only 
fluctuations of a sufficient extension can attain enough importance to compromise the stability of the macroscopic 
state considered” [16] (p. 117; emphasis added).  

Prigogine and Allen [188] contrast the applicability of the Poisson distribution and the law of large numbers in 
phenomenological equations for systems near equilibrium with the lack of an identifiable relation between them 
in nonlinear systems far from equilibrium. They say:  

…the identification between these macroscopic equations and the first moment equations may become 
completely incorrect, as the probability distribution may cease to be sharply peaked, in which case the law of 
large numbers no longer applies. The probability distribution may, for example, become double humped, in 
which case the average value of a variable and its variance become meaningless quantities, since they 
completely fail to define the double-humped curve [188] (pp. 26-27). 

Though no mention is made of the concept of statistical sufficiency, Fisher’s [189] proof of the meaninglessness 
of the average and its variance outside of the context of a normal Gaussian curve is clearly invoked. Also implicated 
is the idea of identified models, developed in econometrics by Frisch, Koopmans, and Reiersøl as a criterion for 
the practical applicability of models intended to guide real-world implementations [259], [260]. Though Rasch 
makes no mention of model identifiability, Koopmans and Reiersol thank him for his input in “fruitful” 
discussions, and he effectively applied the concept via his emphasis on sufficiency [111], [216]. 

The nonlinear transitions of concern correspond in psychology to changes from (a) counts of one kind of 
process, or a category of ratings accumulated across observations of performances within a particular level of 
difficulty, to (b) counts of another kind of process, or ratings concerning performances at a higher level of 
difficulty, where what Prigogine [16] (p. 117) refers to as the “supplementary parameter” represents the thresholds 
of the transitions across levels. Models incorporating this kind of a parameter are widely used in assigning partial 
credit in the scoring of learning outcomes, development and growth, and in rating performances, attitudes, 
behaviors, and skills [261] - [264]. As suggested in making the distinction between scientific and statistical models, 
a matter of fundamental importance in both Prigogine’s theory of dissipative structures and measurement theory 
concerns the sufficiency of the transitions from one category to another. 

As he stated in an autobiographical passage, Rasch [65] (p. 66) did not appreciate the scope of what he had 
accomplished in formulating the measurement model associated with his name until he was provoked by Frisch to 
see that he had answered the question: 

Which class of probability models has the property in common with the Multiplicative Poisson Model, that one 
set of parameters can be eliminated by means of conditional probabilities while attention is concentrated on 
the other set, and vice versa?  

The inferential separation of parameters in this class of probability models allows person or object measurements 
to be compared independent of the particular questions or indicators used as the medium of observation [264] - 
[266] [267] (pp. 52-55). Some years after Frisch’s astonishment at the “disappearing parameter,” Rasch [210] (pp.
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104-105) [65] formulated the epistemological concept of specific objectivity to characterize the quality of the
inferences and comparisons supported by measurements modeled in this way.

Rasch intentionally structured his models in the form of Fisher-Darmois-Koopman-Pitman additive exponential 
models because these admit the observed score summed from Poisson counts of correct answers or 
performance/frequency/attitude ratings as a sufficient statistic for the individual-level response process likelihoods 
[65], [268] - [277]. Prigogine made use of these distributions for much the same purpose, but without structuring 
the model in the form of Maxwell’s analysis of Newton’s second law, as Rasch did. 

What Prigogine calls “noise-induced phase transitions” are shifts from one categorical state of existence, 
cognition, moral bearing, mode of being, form of life, or species, to another. These take place as the uncertainty 
associated with being at a given level increases, the likelihood of staying at that level decreases, and the likelihood 
of a shift to a higher level increases. This is what happens in sociocognitive measurement when development away 
from one level makes a person’s status increasingly ambiguous before it settles into a new stability at a higher 
level.  

Prigogine and Allen [188] (pp. 24-28) give a simple example of 
…how the probabilistic and phenomenological approaches are linked and how in the description of a nonlinear 
system whose basic mechanisms define a Markov process, the detailed study of the behavior of fluctuations can 
give an important new insight into the phenomena encountered.  

The simple example given notes that the Poisson distribution and the law of large numbers apply as long as the 
system is stable and the probability (likelihood) is peaked around a single value, but as a bifurcation point is 
approached, where the dominance of one form of life (species, culture, technology, ability level, health status, etc.) 
declines in relation to the increase of another, the variance diverges and the distribution spreads into a double-
peaked probability curve. But the variance diverges in a way that leads to “a new type of law of large numbers,” 
where the overall probability distribution is flattened, and “we can trace the line of coexistence between the two 
solutions on the basis of the stochastic potential” [188] (p. 27). This new type of law of large numbers corresponds 
to a rating scale model of measurement [261] - [264].  

Figure 1. Evolutionary succession of species in the same niche [188] (Figure 1.15, p. 30). 

This correspondence is partially illustrated by Prigogine and Allen’s [188] (p. 30) Figure 1.15 (Figure 1 here) 
and rating scale category transition likelihood curves (Figure 2). (Though typically referred to as probability 
curves, in an effort at maintaining a more rigorous distinction between probabilities and likelihoods, they will be 
called likelihood curves here.) Each set of curves in Figure 2 informs an interpretation of a single person’s (or any 
group’s mean) measurement in relation to a single test, assessment, or survey item. Person measurements lower 
than an item’s calibration are to the left of center in each figure, and measurements higher than the calibrations are 
to the right. The further to the left a measurement is, the less likely a fully correct or highly agreeable response is, 
as the question asked is more difficult than the person is able. Conversely, as measurements increase, moving 
horizontally further to the right, the more likely successful or agreeable responses become. As shown in the 
dichotomous situation at the bottom right in Figure 2, involving responses scored in two categories, when the 
person ability is the same as the item difficulty, the odds of a correct or agreeable response are 50-50. 

To take another example, in the curves at the upper left in Figure 2, someone with a measurement of about ¬0.5 
logits has about a 0.75 likelihood of success at level 1, with a 0.125 likelihood of both failure (0) and greater 
success (2), and a negligible chance of the highest level of success (3). This person’s very low chance of success 
on the more difficult variation on that task may be of no consequence if the task is irrelevant to the demands of 
this person’s daily life. With further development in this person’s abilities, however, the task’s relevance increases, 
and so does the person’s ability to successfully address it. At some point around 1.2 logits on the (horizontal) 
ability scale in the upper left curves in Figure 2, the person’s ability to succeed on the easier level 1 version of the 
task will be just as likely as their ability to succeed on the harder level 2 version. Multiple test, assessment, or 
survey items, as well as the challenges of everyday life, targeting this level are likely to be answered correctly or 
rated successful about half the time, which is to say, randomly. The person’s location in relation to the two versions 
of the task is unstable, flipping back and forth between them.  
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Figure 2. Examples of response category probability (likelihood) curves in measurement theory [264], [278]. 

This is the level at which the person’s status reaches a bifurcation and is fluctuating. If the existing environment 
offers clear supports inducing behaviors at the higher order level, a transition to that level becomes more likely 
than if individuals must create those supports themselves or do without them. This is the situation of “probabilistic 
epigenesis,” where individual response likelihoods are damped or amplified by interactions between internal 
capacities and environmental features [88] (pp. 52-53), [279] - [281]. Though analogies between the genotype and 
the theory of the measured construct, and between the phenotype and the physically material instrument, may be 
apt, evolving mutability is not a strict function of random fluctuations but depends on the expression of capabilities 
finding traction in the external environment. Far from being “a simple additive function of gene x environment 
interactions,” advances in epigenetics and genomics had not coalesced around a core set of principles characteristic 
of a paradigm in either biology or psychology by 2015 [88] (p. 10), and arguably still have not. Methodical 
distinctions between probability and likelihood situated in relation to Prigogine’s theory of dissipative structures, 
models for measurement, and developmental psychology might contribute to the coherence of such a paradigm. 

The transition thresholds in Figure 2 could be made analogous to Figure 1’s [188] (p. 30) illustration of the 
succession of species in the same niche by making the vertical axis in Figure 1 represent likelihoods summing to 
1.0 across the curves. The shifts across these ranges of hills occur as the likelihood of one cognitive or biological 
form of life dominating decreases and that of another increases. 

Figure 1 shows each successive curve as higher than the preceding one, but this need not always occur, 
especially if the characteristics of the ecological niche change. The analogy here is complemented by the way these 
likelihood functions are akin to resonating clouds of matter, energy, and/or information. The model posits the 
infinite populations of all possible persons and items participating in the measured construct. The large numbers 
of actual people and tasks participating in the construct in daily life are sampled in experiments modeling their 
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interactions. This modeling process has the aim of creating tools embodying people’s collective rationality in ways 
useful for defining general paths of least resistance adaptable to individual circumstances. The experimental 
process replicates real life and simplifies it to an actionable model that can be exported from the laboratory back 
into the world. Care must be taken to separate and balance the unrealistic ideal of the heuristic fiction posited by 
the formal law structuring the model in relation to the arbitrary medium of the functional measurement’s abstract 
standard unit and in relation to the chaotic randomness and fluctuations of individuals’ concrete data. The model 
becomes a shared medium for communication to the extent that it is augmented by quality assured traceability, 
consensus standards, laboratory accreditation, etc. contextualizing the management of individual learning, healing, 
and growth. 

B. Modeling stochastic resonances and the microprocessing of facts
The resonating clouds of stochastically appearing and disappearing data points provide a macroscopic analogue

of the Poincaré resonances Prigogine [119] (p. 151) says “measure themselves” by means of their interactions. The 
explicit, overt measurements made in laboratory research extend the implicit, latent measurements being made in 
nature, and in society. The models are useful in applications only insofar as they in fact have successfully leveraged 
their sufficient statistics and identifiability to represent real phenomena. The structures, processes, and outcomes 
of the real world are encapsulated in laboratory models useful to the extent they can inform decisions and behaviors 
in everyday life.  

When the limiting conditions in which repeatable references to objective facts are understood and have been 
reproduced often enough in varying circumstances to inspire confident applications, there is no longer any need to 
continue the “microprocessing” of those facts, and the model can be packaged in an intuitive technology for 
commercialized export from the laboratory [130] (pp. 143-144), [137] (pp. 132-135). In examples from educational 
psychology, this process has repeatedly been effectively implemented [52], [53], [254], [257], [258], [282] - [284]. 

Prigogine argues that Poincaré resonances are modeled via the theory of dissipative structures as objectively 
repeatable and reproducible phenomena in a way that removes the need for the “mysterious intervention” of an 
observer at the quantum level [119] (p. 131), [285]. As Prigogine [119] (p. 46) puts it, “Instability driven by 
resonances plays a fundamental role in changing the formulation of quantum mechanics.” Alternative approaches 
to eliminating the “extravagant role in the evolution of nature” [119] (p. 15) assigned the observer by Bohr’s 
Copenhagen interpretation of the quantum phenomenon are also offered by Bohm’s [286] - [300] ontological 
interpretation and by Wheeler’s [301] - [306] sense of a participatory universe. Fuller elaborations of Bohm’s 
explicitly and Wheeler’s implicitly Hegelian perspective on these issues are in development. 

Instability driven by resonances also played a fundamental role in changing the formulation of social and 
psychological measurement. These resonances explain why “the stochastic model of Rasch, which might be said 
to involve weaker assumptions than Guttman uses [in his deterministic models], actually leads to a stronger 
measurement model" [307] (p. 220). An analogy between the physical phenomenon of stochastic resonance and 
response process likelihoods in psychological measurement [308] - [310] [311] (pp. 69-71) may be substantiated 
by dissipative structures’ incorporation of Poincaré resonances, which Prigogine [119] (pp. 36, 131) describes as 
playing a key role in deterministically chaotic nonequilibrium systems [285], [312] - [314].  

Figure 3. Deterministic and probabilistic survival likelihoods [188] (Figure 1.17, p. 34). 
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Figure 4. Deterministic Guttman and probabilistic Rasch response functions [337] (p. 253).

Figure 5. All of a single instrument's item characteristic curves [278]. 

Prigogine’s focus on noise-induced phase transitions is also relevant in the context of measurement modeling 
for the value obtained for estimation and substantive theorizing from the focus on individual response likelihoods. 
The gradient of shifting likelihoods is associated with an information function that operates in the etymological 
root sense of “inform.” That is, a strictly deterministic step function of the kind described in Prigogine and Allen’s 
Figure 1.17 and by Guttman’s [315] scalogram approach (see Figures 3 and 4) results in an “attenuation paradox” 
[316] - [318]. The paradox emerges as transitions between levels become more deterministically defined, and more
certain, which then diminishes the capacity to estimate the distances between them.

Note that attention to individual response likelihoods in the measurement modeling context contrasts with the 
statistical modeling approach to the attenuation paradox taken by Lord [319] (pp. 4-5), where “a test score is a 
sample statistic that is to be used to test some hypothesis.” The statistical focus on group-level statistics emphasizes 
uses of p-values and explained variance in evaluations of the fit of models to data [320], which leads to methods 
and results paradigmatically opposed to those developed using the measurement focus on individual-level response 
processes emphasizing meaningful interpretations in evaluations of the fit of data to models [67], [193], [201], 
[202], [321]. 

The deterministic structure’s vertical step function contrasts with the additional information provided by the 
smoothly transitioning likelihoods illustrated by the generational survival and item characteristic curves in Figures 
3, 4, and 5. Regarding Figure 3, Prigogine and Allen [188] (p. 33) state a model of a probability of surviving long 
enough on average to reproduce as: 

Psurviving to reproduce = δ / 1 + δ – e-δ / 1 + δ                (1) 

Here, δ is the fractional change in selective advantage offered by a biological mutation, or, extrapolating via 
Prigogine’s analogies, a newly achieved Piagetian level of development, or a social innovation. Expanding δ into 
two terms capturing both the mutation and the context of its fractional change in selective advantage, and rewriting 
the equation as a probabilistic conjoint measurement model [61], [282], this becomes: 

Psurviving to reproduce = e(β – δ) / 1 + e(β – δ)                (2) 

which gauges reproductive success as a function of the difference between the new form of life’s survivability β 
and the challenges δ posed by the environment. Levels of additional advantages represented by what Prigogine 
refers to as a “supplementary parameter” can be modeled in the form of: 

Psurviving to reproduce = e(β – δ - τ) / 1 + e(β – δ - τ)               (3) 

where τ [262] - [264] represents the added difficulty posed by challenges within specific ecosystem niches, or, 
conversely, the added ability exhibited by a mutation or innovation. In a further expansion: 
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Psurviving to reproduce = e(β – δ – τ - λ) / 1 + e(β – δ – τ - λ)               (4) 

where λ could be another source of added environmental challenges that vary depending on the context, such as a 
predator or a systematic lack of resources in an ecological niche, a judge rating performances, a multicomponent 
task, an explanatory scheme predicting item locations, etc. [322] - [329]. Additional model features can be added 
to address problems of items’ or raters’ local dependencies, systematic differential item functioning, latent class 
variations, etc. [330] - [336]. 

The Socratic midwifery of a fully formed mode of being able to take on a life of its own in an appropriately 
resourced environment depends, in Prigogine’s language, on the size of the fluctuation. In the substantive terms 
of psychological measurement, it depends on the likelihood of achieving a decisive consolidation in an ability or 
performance at a sustainable new level. Sustainable cognitive operations and behaviors are functions of 
uncertainty. At the bifurcation point—the category transition threshold—achievement may fluctuate across tasks 
posing equivalent challenges with 50-50 odds, randomly. With low numbers (fewer than ten) of opportunities to 
demonstrate the level of achievement, performances that average to random coin tosses may vary in their individual 
likelihoods much more widely than those based on larger numbers of observations (30 or more). Either way, 
successes will default to the more likely, previous level of achievement until a new stability coheres with higher 
likelihoods and less uncertainty at the new level. 

Prigogine and Allen [188] (p. 27) say that in large physicochemical systems there is always one maximum 
likelihood that is dominant, but this is not the case in sociocognitive systems, as is illustrated at the upper right and 
middle left in Figure 2. Even in large datasets categorizations may be too finely graded to permit every distinction 
to have the highest probability (likelihood) within even a narrow range. In addition, an instrument administered to 
a sample that performs at markedly high or low levels, and so is off target, may have too few responses at the 
unoccupied extreme to allow estimation of the transition thresholds. This situation raises the problem of calibrating 
instruments on appropriately chosen samples, and not on samples drawn for experimental or applied purposes. 
Items included on calibrated instruments should be anchored at standard unit values, not recalibrated to a different 
unit in every new application. Disagreements as to whether it is reasonable to collapse unobserved, and so 
disordered, categorical distinctions on the basis of the data, or if they should be retained on the basis of the construct 
theory, has led to some controversy around the value of categories and their scoring [338] - [342]. Additional 
issues concern the summing of graded response models’ cumulative likelihoods, which are always ordered but 
which then prevent the inferential separation of item and person parameters [343], [344] (pp. 322-324), [345], 
[346].  

Prigogine and Allen [188] (pp. 26-27) distinguish between stable linear systems exhibiting empirical 
(phenomenological) proportionality and unstable nonlinear systems far from equilibrium “in which the kinetic 
equations give rise to bifurcations” and “the identification between these macroscopic equations and the first 
moment equations may become completely incorrect, as the probability distribution may cease to be sharply 
peaked.” When this kind of a double-humped distribution occurs, the item’s error distribution becomes bimodal, 
rendering the location of the transition threshold on the scale unresolvable [347]. Whether this problem should be 
resolved by anchoring the thresholds at established values, equating with a previous sample, revising a poorly 
designed rating scale, or by analytically collapsing categories comprises the substance of the “disordered 
categories” controversy [338], [339]. In accord with the principle of taking up likelihood-based natural laws and 
not deductively making do with incomplete information, attention is focused here on the need to establish and 
maintain substantive commensurability in a shared frame of reference.  

In finding equal heights in likelihood distribution maximums, and then tracing the line of coexistence between 
two solutions on the basis of a stochastic potential, Prigogine and Allen [188] (p. 27) are effectively modeling 
different categories’ response likelihoods so as to link them and make them comparable. This is akin to addressing 
the problem of instrument commensurability in a form analogous to common sample or common item equating, 
where the meaning of what counts is connected across contexts [348] - [350]. They are emphatically not taking a 
phenomenological and empirical approach to statistical modeling in the manner of equipercentile equating, where 
“sampling fluctuation…is the subject of concern” [351] (p. 165). Here, numeric statistics that may be devoid of 
meaning are made comparable only in terms of their relative proportions. 

Summarizing, both measurement theory’s focus on stochastic invariance and Prigogine’s sense of deterministic 
chaos can be seen as: 

• distinguishing deductive population statistics motivated by sampling problems from inductive individual
level observations motivated by the response process;

• contrasting likelihood and deterministic step functions describing an innovation’s potential for surviving
a varying number of generations; and

• modeling evolutionary sequences of biological or sociocognitive species inhabiting the same or varying
environmental niches.

Measurement theory and the theory of dissipative structures differ in the rigor with which they conceive and 
implement the distinction between sampling probabilities and response likelihoods. Prigogine and his followers 
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tend to remain methodologically locked into a statistical, analytic perspective. That is, with no concept of the need 
for and possibility of calibrating instruments embodying the laboratory model in real world applications, the idea 
of enacting the research results on broad scales in ways capable of mediating theoretical ideals and unique local 
circumstances is never brought up. Attention turns now to what this might entail. 

IV. PRIGOGINE’S “TRINOMIAL CONJECTURE,” SEMIOTICS, AND MEASUREMENT IN PRACTICE

De Castro and McShea [25] (p. 3), referencing what is here shown as Figure 6, say that, in positing a “trinomial 
conjecture,” Prigogine asserted that: 

…all complex dissipative structures, ranging from the classic ‘Bénard instability’ … to organisms and human 
societies, [share a] common basis in the fluctuation–function–structure trinomial (Fig. 1). Prigogine thought 
of the trinomial as a bridge uniting the sciences, uniting the physical with the biological, social, and human. 

With no mention of Prigogine’s trinomial, Bailey’s [3] (pp. 20-28) social entropy theory points out the importance 
of adding a mediating third indicator term in two-level sociological models referencing only conceptual and 
empirical contrasts (Figure 7). In accord with Prigogine, however, Bailey explains that the levels are discontinuous 
and cannot be reduced in the manner of a numeric hierarchy, where higher level aggregates are the sums of the 
lower-level parts. 

Figure 6. The “trinomial conjecture” (unnumbered figure from [16] (p. 120), [352] (p. 781)

Figure 7. Social entropy theory variation on semiotic triangle, adapted from [3] (p. 26, Figure 2.1). 

Bailey’s semiotic distinctions between ideas, words, and things effectively generalizes the three terms in 
Prigogine’s trinomial, where, within open systems, physical structures perform functions that may fluctuate, 
varying in ways that may dissipate entropy in the direction of increasing order and complexity. Bailey points out 
that, linguistically, structure is provided by conceptual ideals; function is embodied in semantic, alphabetic, and 
phonemic indicators; and fluctuations occur in relation to the empirical things represented. Brooks and Wiley [11] 
extending the semiotic analogy, see biological systems as self-referential, where structure corresponds with the 
genotype, function with the phenotype, and fluctuations with mutability [353]. In nature, each species forms a 
system integrating structural genotypes, functional phenotypes, and fluctuating mutability. In human affairs, 
analogously, each social form of life forms a system integrating formal conceptual structures, abstract media, and 
concrete local circumstances. 

Further extending the analogy, we can see that, in human psychology, the superego structures conscientiousness 
and identity, while the id functions to embody subjective understanding, and the ego manages fluctuating daily 
events with varying effectiveness. In governance, constitutional law, rights, and the judiciary correspond with 
structure, while legislative measures and proportionate representation correspond with function, and executive 
administration, with mutable fluctuations. In science, theory and axioms structure formal laws, metrological unit 
standards and calibrated instruments function as abstract media, and experimental data fluctuate to reveal 
anomalous opportunities for new learning. 
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Figure 8. Sierpinski triangles and pyramid [355] 

These analogical correspondences with the semantic triangle bring out the general relevance of semiotics as a 
model spanning the full range of fields, from physics to psychology [122] - [129], [353]. The fractally repeating 
pattern of Prigogine’s trinomial across domains is aptly illustrated by the Sierpinski triangle or pyramid (Figure 
8), a geometrical gasket that retains its properties of infinite area or volume at any level of magnification. This 
property of mathematically proportionate infinite area and depth is referred to as “scale-free” for reasons of its 
invariance but needs to be distinguished from the properties of measurement models capable of structuring 
consistent inferences across instruments, which also sometimes are referred to as “scale-free” [354]. The real-
world relations of each set of triples across domains will surely distort the idealized images shown in Figure 8, but 
the illustration nonetheless aids in intuitively grasping the chaotic depth and breadth of the interpenetrating 
interdependent orders involved. 

Dating from the 1867-1914 contributions of Peirce [356], and more recent efforts by Sebeok [129], [357], [358], 
a transdisciplinary semiotic theory of self-organizing systems integrates objective factuality and subjective 
meaning in a nondualistic worldview and approach to science [122] - [128], [ 353]. The expansion of semiotics 
from its original linguistic focus to broader applicability as a theory of evolving life in biosemiotics and 
ecosemiotics, and of information in cybersemiotics, has led to recognition of the need for its systematic 
operationalization in distributed cognitive ecologies’ conceptual infrastructures: 

A combination of cybernetic, systemic and semiotic understandings of the semiotics of information, cognition 
and communication area seems therefore crucial to the development of a systemic Cybersemiotics that can 
support teaching and human development [124] (p. 20). 

Philosophical investigations of meaning in science and measurement have developed corresponding theories of 
how spoken and written language serve as vehicles of thought [72], [81], [82], [120], [121], [130], [131], [135] - 
[137], [142], [359] - [362], and these are applied in psychology and social science as means of implementing 
nonreductive methods [108], [109], [311], [363] - [368]. Developmental psychology [87], [88], [90], [91], [95], 
[96], [369] has, in addition, independently developed self-referential theories of meaning and qualia toward 
analogous ends.  

These initially separate trends have converged in research showing that stable psychological states and unstable 
transitions between them exhibit stage-level developmental structures, where measurement scaling research shows 
the existence of consistently separated discontinuous ranges [96], [156], [172], [246], [248] - [250], [370]. 
Fluctuations in this context occur in the process by which conceptual and/or behavioral integrations coordinate 
and align previously unarticulated background assumptions, making them objects of operations. Educators have 
then come to focus on facilitating learning as benefiting from environments in which playful experimentation is 
supported, misconceptions are elucidated by regular, actionable feedback, and failure is recast as the best way to 
improve outcomes [95], [97], [99], [156]. More will be said on this below.  

Falmagne and Doignon [371] (p. 135) provide an explanation of the evolution of rationality from naivete to 
sophistication, formalized by a stochastic process with three interlinked parts that correspond with Prigogine’s 
trinomial conjecture: 

• Fluctuations: “One [part] is a Poisson process governing the times t1; t2; …; tn; ... of occurrence of
quantum events of information, called tokens, which are delivered by the medium.”

• Function: “The second [part] is a probability distribution on the collection of all possible tokens, which
regulates the nature of the quantum event occurring at time n. “

§ “Any token is formalized by some pair xy of distinct alternatives, bearing a positive or negative
tag. “

§ “The occurrence of a positive token xy signals a quantum superiority of x over y, while the
corresponding negative token y indicates the absence of such a superiority.”
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• Structure: “The last part of the stochastic process is a Markov process describing the changes of states
occurring in the subject as a result of the occurrence of particular tokens.”

Similar ways of conceptualizing shifts across levels of complexity are described in the measurement perspectives 
presented in Wilson’s [248], [250], [372] Saltus model, Commons’ [373] model of hierarchical complexity, and 
K. Fischer’s [94], [95] skill theory. In each case, concrete fluctuations in empirical experience coalesce into
repeating abstract patterns akin to the schooling, swarming, or flocking behaviors of fish, insects, or birds, as
illustrated in Ireland and Statsenko [374] (p. 96, Figure 2). The coherence of these patterns induces analogical and
metaphorical associations at the formal, structural level of complexity when new experiences can be related to
previous ones. Gaining a clue, hint, or hunch of a salient source of value to anticipate and look for in the world
makes it possible for a descending dialectic to proceed by naming the abstract pattern via a metaphor, sharing it in
communications, and applying it in new, previously unmet instances of the experience to negotiate shared
understandings with others.

V. INFORMATIONAL ENTROPY VS THERMODYNAMIC ENTROPY IN MEASUREMENT

There are enormous variations in the explicit and implicit meanings and mathematics associated with both 
entropy and information, so many, in fact, that sorting them all out seems an interminable task [29] (pp. 9-11). 
Though it will be impossible to fully achieve, I would like here to try to not contribute to additional confusion. To 
begin, although the definition of entropy as a fixed amount of information in communications theory since Shannon 
is formally analogous to Boltzmann’s thermodynamic entropy function, there are important reasons for 
recognizing and actively distinguishing between them. Shannon and Weaver defined the measurement of 
information in terms of a discrete probability distribution P where the entropy H of P is given in a log base two 
function termed bits. The entropy H of P attains its maximum value of log base 2 of the sample size n when P is 
equally probable across the entire range of the distribution. The quantity of information needed to decide between 
two equally probable possibilities is termed a bit, and the number of bits required to obtain a complete statistical 
description of a system determines its overall information content.  

In Shannon’s [375] (pp. 50-57) sense, a message’s information content, then, is equal to its entropy in the sense 
that the most informative string of symbols of a given length will be random, where each symbol is equally 
probable. Redundancy and exceptions, in contrast, create divergent differences in symbol probabilities, as each is 
no longer equally unique. Shannon information content and entropy are then reducible in ways that are not always 
interpretable physically [11] (p. 65), leading to Haynes et al.’s [1] suggestion that mature applications of entropy 
in psychology and the social sciences should eschew connections with thermodynamics. 

An opposite definition of the relation of entropy and information is given by Layzer [376], who sees them as 
inversely constrained by a simple conservation law holding that their sum is constant and must be equal to the 
maximum possible in a given situation. Now, in Layzer’s sense, entropy decreases as complexity and information 
increase, so that evolution becomes aligned with the latter in the context of evolving dissipative structures. This 
does not, however, change the overall characterization of the statistical sense of probability employed. Shannon’s 
statistical sampling perspective on the content internal to messages defines maximum information content 
mechanically, so the whole is the sum of the parts. There is no distinction between levels of complexity. 

No mention is made of semantic closure [353] or of the receiver’s semantic reaction [377], [378], which involve 
the capacity for the content to inform meaningful inferences, interpretations, or actions outside of the 
communications channel. Though Weaver [379] (pp. 25-28) raises these issues, he minimizes their importance, 
saying they likely imply only “minor additions, and no real revision” (p. 26). Weaver unabashedly accepts that 
“the concept of information developed in this theory…has nothing to do with meaning, and…deals not with a 
single message but rather with the statistical character of a whole ensemble of messages” (p. 27). The focus on 
information content is then entirely external to the communication. Unexpected intrusions of surprising and 
improbable symbols, or of emphatic repetitions of urgently important symbols, reduce information and entropy in 
a mechanically dynamic way in this statistical perspective even though they may represent essential features of 
the environment demanding close attention. Information so defined is, however, incapable of representing itself 
recursively, and so sets up closed systems incapable of evolving. 

A measurement modeling perspective on recursive processes [246], [249], [250], [369], and on fractal, chaotic 
processes [380], [381], in contrast, focuses on irreducible variation in the contributions of each symbol and each 
message to an overall composite meaning that is greater than the sum of the parts. Now, information is defined in 
terms of the sufficiency of consistent, repeatable, monotonic likelihood functions. These likelihoods stochastically 
fluctuate within semantically closed loops structured in the flows of open systems, just as matter and energy do. 

VI. PRACTICAL IMPLICATIONS OF ENTROPY-DISSIPATING MULTI-LEVEL COMPLEXITY

More specific points of contact between the nonequilibrium thermodynamics of entropy-dissipating processes 
and social processes then involve ways in which Prigogine’s sense of a new dialogue of humanity with nature 
implies: 
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• the objective repeatability of structures Prigogine describes in terms of self-organized “deterministic
chaos” and which measurement theory postulates in terms of reproducible patterns of stochastic
invariance that demonstrably maintain their properties across samples, observers, and instruments [348],
[382] - [390];

• the shift Prigogine sees away from a sense of probabilistic models connoting a resigned acceptance of
incompleteness and ignorance toward probabilities that are foundational expressions of scientific laws,
which aligns with measurement theory’s perspective on differences between deductive population-level
probabilistic models motivated by sampling issues and inductive individual-level likelihood models
motivated by the response processes generating the data;

• physical processes occurring at the quantum level that Prigogine and others suggest inform an objective
ontology that removes the need for an observer to play an “extravagant” role in the evolution of nature,
and which accords with developments in the domain of semiotics concerning the ways in which physical,
biological, and information processes can be seen to read, write, and measure themselves; and

• violations of the traditional binary logic of the law of the excluded middle and the law of noncontradiction,
which resonate not only with measurement theory but also with parallels in the multivalued, nonternary
logics posited in aesthetics, ethics, existentialism, hermeneutic phenomenology, and feminism; further
research in this regard is in process.

The implications of this new dialogue with nature for new dialogues among humans suggest a pragmatic and 
actionable program for advancing political economies explicitly intended to take the form of participatory social 
ecologies. Such ecologies, like those in nature, involve micro, meso, and macro forms of life exhibiting within-
individual, individual, and population nonequilibrium processes. These levels of complexity are currently 
inconsistently recognized in widely institutionalized information systems that sometimes rightly distinguish 
between, for instance, numeric counts of rocks and measured quantities of rock, while also not distinguishing 
between numeric counts of correct answers or points of agreement, and measured quantities of abilities or attitudes 
[391] - [393].

Though current organizational systems persistently confuse and fail to separate these levels into distinct but
interrelated domains, calls for consistently achievable models and methods for doing so date back several decades 
[394] - [399]. Hayman et al. [396] (p. 31), for instance, say:

Our hypothesis is that: The utility of a set of evaluation data varies inversely with the number of organizational
levels between the action the data describe and the decision process they are intended to influence.

In other words, the closer a set of data is to the organizational level for which it will be used (for decision-
making), the more useful the data will be…. Conversely, the principle states that the further a set of data is from 
the organizational level for which it will be used (for decision-making), the less useful that data will be. 

According to this hypothesis, then, because of the great distances separating fragmented and incommensurate local 
data systems from the global decision processes they are intended to influence, efforts like the United Nations 
Sustainable Development Goals and the Carbon Disclosure Project must inevitably fail. Worldwide science and 
commerce conducted in the mathematical language of the SI units has succeeded on huge scales, altering its 
environment and thereby compromising its potential for continued productivity. Global systems are causing human 
suffering, social discontent, and environmental degradation that will be successfully addressed only when 
approached at the relevant organizational level. These problems will be made tractable only when, in the manner 
of a Chinese finger puzzle, humanity ceases applying the reductionist and dualistic top-down, outside-in methods 
causing the problems and relaxes into the nondualism of a new class of SI units embodying metrological solutions 
distributing irreducibly complex unified subject-object technologies globally [110], [400] - [404]. Prigogine’s 
thesis of a “new intelligibility” and a new science of collective rationality provides conceptual tools and 
perspectives essential to meeting 21st-century challenges at a level offering viable possibilities for their solution. 

Rousseau [399] also takes up the ecological fallacy and the organizational problems that follow when individual 
relationships are over-generalized, and issues of level are not considered in design as well as in data aggregation. 
In Star and Ruhleder’s [405] (p. 118) terms: 

If we, in large-scale information systems implementation, design messaging systems blind to the discontinuous 
nature of the different levels of context, we end up with organizations which are split and confused, systems 
which are unused or circumvented, and a set of circumstances of our own creation which more deeply impress 
disparities on the organizational landscape. 

Ireland and Statsenko [374] expand on the theme by providing extensive breakdowns of the organizational 
implications of complex systems theory. Though they do so in the usual manner that assumes centralized planning 
and data analysis to be the only available options for policy and programs, a point of departure toward metrological 
models of distributed cognitive ecosystems is suggested by their recognition of the fractal nature of project 
management and the relevance of mathematical power laws [374] (p. 95). They illustrate the fractal parsing of 
project responsibilities and processes using a Sierpinski triangle, though it is not named as such, and they helpfully 
state the problems discontinuous demands on modeling impose by having to address both the entire organization’s 
needs as well as individual decisions and behaviors.  
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Multilevel log-interval measurement models are in fact instantiations of the kinds of power laws referenced by 
Ireland and Statsenko. Their applicability to problems of organizational complexity are further suggested by 
Ostrom [406] (p. 50), who argues that:  

The rules affecting operational choice are made within a set of collective-choice rules that are themselves made 
within a set of constitutional-choice rules. The constitutional-choice rules for a micro-setting are affected by 
collective-choice and constitutional-choice rules for larger jurisdictions. 

Scott [40] shows that the history of humanity’s autocrats and despots demonstrates just how far reductionist higher 
order constitutional- and collective-choice rules can be invented and imposed to serve the interests of an elite at 
the expense of the greater good. He [40] (pp. 355-357) suggests, without mentioning semiotics by name, that an 
alternative nonreductionist approach could be formulated by taking language as a model, so that the emergent, 
self-organized sociohistorical processes by which meaningful things are brought into words comprise the basis of 
policies and programs.  

That kind of a possibility for operationalizing Ostrom’s distinctions between organizational levels is then 
apparent in Hayek’s [116] (p. 88), [117] goal of enabling people to do the desirable thing without having to be 
told. Meaningful freedom of choice constrained within the limits of a sociocognitive ecological niche might be 
hypothesized to follow from operational choices induced by naturally cohering, self-organized collective choice 
rules, which in turn are induced by constitutional choice rules that can similarly be shown to assert an independent, 
repeatable and reproducible existence.  

A parallel process can be seen in Piaget’s [86] emphasis on the importance of play in learning and development 
as how children’s capacities are induced in relation to the learning environment across preoperational, concrete, 
and abstract levels of complexity. Nersessian’s [92] sense of scientific experimentation as play works toward a 
common end and substantiates Dewey’s [407] (p. 201) characterization of schools as laboratories for 
experimenting with life. Fleshing out these parallels, we can see that, in Gadamer’s [89] (pp. 104, 367), [366] 
terms, answers to questions in dialogue are operational choices playfully induced by collective choice rules 
represented in the available grammatical and phonemic standards; these latter are themselves induced by the 
conceptual determinations structuring them as constitutional choice rules.  

Integrating R. Fisher’s [189], [190] and Rasch’s [63], [65], [210] terms for Ostrom’s level distinctions, 
operational choices are response likelihoods induced by the collectively coherent differences between people’s, 
objects’, or processes’ abilities or capacities and the difficulties or obstacles they confront. The collectively 
structured rationality of the construct measured—a learning progression, developmental sequence, or healing 
trajectory—is then induced by constitutional choice rules demonstrably established by explanatory models [43], 
[44], [250], [255], [265], [326], [369], [408] - [419] predicting item calibrations and person measurements from 
their characteristics.  

Educational, health care, professional certification, and other systems integrating all three of these levels to 
various degrees have existed for decades [234], [256], [420], [421], but metasystematic and paradigmatic 
integrations [52], [53], [254], [255], [258], [283], [422] have scarcely begun.  

Figure 9. Linkages among rules and levels of analysis [397] (Figure 2.2, p. 52) 

Figures 9 and 10, from Kiser and Ostrom [397], [406] illustrate linkages across levels of analysis, where 
operational choice rules are embedded within collective choice rules, and both are situated in the context of 
constitutional choice rules. The challenge is to design data, information, and knowledge systems with close 
attention to the distinct analytic and reporting needs of each level vis a vis the creation of common languages 
capable of embodying and mediating: 

• constitutional choice rules involving the formulation and modification of conceptual ideals explaining
and predicting governance and adjudication decisions and behaviors;

• collective choice rules informing standards for policy-making and managerial adjudications; and
• operational choice rules addressing empirical appropriations, provisions, monitoring, and enforcement.
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Semiotically modeled decisions systematically integrate probabilistic forms of knowledge across an irreducible 
array of discontinuous levels of complexity. They can do so in the context of probabilistic laws of human nature 
by attending to the interdependencies of the three levels of complexity [423]: 

• constitutionally via conceptual maps of measured constructs aiding in the design of measuring
instruments justified by explanatory theory demonstrating in a publicly reproducible way a transparent
understanding of the object of the conversation [424], [425];

• collectively via standardized Wright maps of the locations of persons and items on the quantitative
continuum expressed in the medium of a publicly available common language and metric read from a
calibrated instrument, with associated uncertainty and data quality statements [235], [415]; and

• operationally via response maps of the empirical evidence of individual responses useful in guiding
instruction, clinical care, management, etc. [426] - [428].

Figure 10 illustrates the involvement of both formal and informal collective choice arenas in operational rules 
in use. In well-designed systems, (a) local operational decisions concerning the unique situations of individuals 
will be afforded opportunities for adaptive accommodations lacking in less well-designed systems, with clearly 
stated tolerances for uncertainties; and (b) formal collective decisions concerning accountable regulatory matters 
will incorporate uncertainty estimates useful in determining the probabilities of distinct problems in conformity or 
compliance [56].  

Figure 10. Relationships of formal and informal collective-choice arenas and 
common pool resource operational rules [397] (Figure 2.3, p. 53) 

In this context, in contrast to the compulsory red tape of bureaucracies focused on rigid compliance with 
sometimes irrelevant policies and procedures, information quality can be fit to the needs of the moment. This can 
be accomplished by supporting the decision process with information sufficient to the task, which need be neither 
overly precise or imprecise. Explicitly incorporating uncertainty into the foundations of the definition of 
knowledge demands estimating it as a factor impacting decisions and behaviors in formal, high-stakes situations. 
When a fit-for-purpose degree of uncertainty supports the assertion of a decision, that outcome ought to be made 
scientifically, legally, and financially defensible and accountable, so far as possible.  

The importance of distinguishing levels of analysis is plainly key to the reasons why Ostrom’s and Star’s ideas 
have been combined in work on infrastructuring participatory social ecologies [429] - [431], though few or no 
overt references are made in that literature to developmental levels of hierarchical complexity or to metrologically 
relevant measurement modeling. 

VII. CONCLUSIONS

Measurement systems that incorporate “the collective dimension of individual actions” as prescribed by 
Prigogine and Allen [188] (p. 37) do so by modeling individual responses projecting stochastic invariances at 
higher orders of complexity. Fluctuations in response likelihood may cohere and exhibit instabilities leading to the 
emergence of self-organized orderly patterns. These patterns are inaccessible to what Prigogine calls the 
“collective utility function” of a deterministic expectation of simple static systems. They have, however, long 
informed practical applications in the meaningful structuring of measurements reliably connecting persistently 
reproducible invariances with defined metrics in common languages addressing different communities of research 
and practice in their own terms at their own operational, collective, and constitutional levels of complexity.  

Prigogine’s proposal that all far-from-equilibrium processes are characterized by evolutionary capabilities 
realized by the interactions of structures, functions, and fluctuations is supported by the identification of analogous 
three-part conceptualizations of interacting levels of complexity in multiple other fields. Prigogine’s mathematical 
formulation of probabilistically structured natural laws distinct from deductive statistical descriptions of 
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population dynamics enables a principled engagement with his expectation that his theory of dissipative structures 
should be relevant to Piaget’s theory of cognitive development. The extension of Piaget’s account of 
developmental levels in the model of hierarchical complexity fleshes out Prigogine’s theory to the extent that the 
mathematical terms of the models informing log-interval scales for the measurement of cognitive development 
generalize the fractal repetition of the evolving structures. 

One further emphatic stress on a key consequence of irreducible complexity must be made, given the intention 
of here of provoking a clear grasp of the implications of a shift from a dualistic and reductionistic conception of 
the intelligence of isolated individuals toward a nondualistic collective rationality projected at a higher order level. 
What is emerging from these considerations is a rearticulation of subjective experience, an expansion on the 
philosophical critique of subjectivity that has been underway for centuries [432], [433]. The intention to 
complement today’s predominant orientation toward a deductive sense of sampling probabilities with a new 
emphasis on inductive response likelihoods requires a shift away from a conception of subjectivity as alienated 
from and adapting to an independent objective reality toward a sense of subjectivity as being objectively induced 
by its constitutive interrelationships with its environment.  

A basic manifestation of that interrelationship infuses a fundamental assumption permeating many conceptions 
of logic and rationality: that explicit conscious control of cognitive operations is a hallmark of science and reason. 
The force of the cultural environment as a factor shaping the content and limits of individual thinking is truly 
profound, ironically extending even to the point of making individual’s isolated mental operations seem to 
comprise the essence of cognition. Bateson [102] (p. 145) reports that, 

Freud, even, is said to have said, ‘Where id was, there ego shall be,’ as though such an increase in conscious 
knowledge and control would be both possible and, of course, an improvement. This view is the product of an 
almost totally distorted epistemology and a totally distorted view of what sort of thing a man, or any other 
organism, is. 

Diametrically opposed to this view is the common experience of learning how to perform a wide variety of physical 
and cognitive processes so well that they become intuitive. The “automaticity” of this kind of learning is a well-
recognized goal in education [434], [435]. Learning to execute a triple axel, to dance the frug, to pitch a strike, to 
play the cello, or to wash the dishes do not involve conscious calculations of force, mass, and acceleration that are 
then mechanically applied to move the body. As Samuel Butler put it, “...the better an organism 'knows' something, 
the less conscious it becomes of its knowledge” [102] (p. 138). 

Contrary, then, to Kahneman’s [436] urge for us to think more slowly and carefully, to Rose’s [437] and Nadler 
and Shapiro’s [438] strategies for replacing bad thinking with good, and to Stengers’ [439] call for “slow science,” 
stands Hayek’s [440] (p. 88} concurrence with Whitehead’s [441] (p. 61) observation that: 

It is a profoundly erroneous truism, repeated by all copy-books and by eminent people when they are making 
speeches, that we should cultivate the habit of thinking of what we are doing. The precise opposite is the case. 
Civilization advances by extending the number of important operations which we can perform without thinking 
about them. 

Languages and technologies facilitate the performance of operations we do not understand—such as when reading 
a thermometer requires no grasp of thermodynamics—by providing a medium objectively extending—inducing—
the subjective, embodied experience of a phenomenon [74], [78], [442], [443]. In the same way that a blind person 
extends the perceptual reach of their senses by using a cane, so also do overlearned musical scales allow jazz artists 
to collaboratively create intuited improvisations [444]. Everyday language is also overlearned to the point of 
enabling fluency: the automatic, involuntary associations that flow so quickly that it is virtually impossible to 
apprehend them before they are made. Oral language is learned physically in terms of the resonances of sounds in 
the body and the rhythmic inhalations and exhalations of air; we skip over too quickly the importance of the 
embodied intuitions developed in language use as they provide important clues as to how understanding develops 
relationally [445].  

Just as children form new concepts via complex interactions in physical experience that lead to capacities for 
the “fast thinking” Kahneman [436] would like to slow down, so also are similar processes systematically 
cultivated in science. As Prigogine noted, thermodynamics, after all, “was formulated not by the theoreticians of 
mechanics who contemplate the world, but by the engineers and physical chemists who deal with the world through 
their experiments” [17] (p. 245).  

This perceptive observation is supported by the historical evidence, and may have been prompted by Prigogine’s 
colleague, Stengers, a noted philosopher of science [42], [439], [446]. Kuhn [222] (p. 90), for instance, points out 
that, of the nine researchers contributing to the quantification of energy conversion processes, seven “were either 
trained as engineers or were working directly on engines.” As was also described by Nersessian [92], the 
importance of working in close proximity with technologies enabling repeatable experiences in reproducing and 
exploring controlled effects led de Solla Price [447] (p. 240) to similarly remark that “thermodynamics owes far 
more to the steam engine than ever the steam engine owed to thermodynamics,” and that "historically the arrow 
of causality is largely from the technology to the science." This historical and ontological priority of technology 
over science motivates the emergence of the concept of technoscience taken up in science and technology studies 
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[81], [106], [137], [448], [449]. But the effect of success in advancing the science has been to make the objectively 
repeatable automatic associations methodically built into tools, standards, textbooks, and professional associations 
into media for virally communicated social contagions in which the map is mistaken for the territory and the 
individual mental model for the shared collective rationality.  

Thinking, then, as a process of conscious, creative, original, reasoned deliberation is quite rare, because 
rationality is bound and defined by the limits of the automatic associations facilitated by language [450]. What 
Kahneman [451] (p. 1450) calls “effortless associative thinking” in bounded rationality corresponds with  

• Gadamer’s [89] (p. 463) assertion that it is truer to say language speaks us than vice versa;
• Wittgenstein’s [452] (p. 74), [453] recognition that “the limits of my language mean the limits of my

world;” and with
• Mach’s [454] (pp. 481-495) [455] - [457] sense of an economy of thought in which the shared symbol

system lowers communications’ transaction costs.
Distinguishing the poetics of creative invention from methodical reproductions of proven results, Heidegger [458] 
(p. 135) accordingly notes that “science itself does not think,” meaning that the routine practice of laboratory 
science takes place in terms that certainly differ across experimental, metrological, and theoretical communities 
of practice, but which accept the need to operate within well-defined conceptual borders. This state of affairs 
accounts for Latour’s [106] (pp. 249-250) assertion that growing new sciences entail expanding metrological 
networks; as he [71] (p. 210) put it, “Through the materiality of the language tools, words finally carry worlds.”  

The same principle applies in the way economic expansions often entail the lower transaction costs afforded by 
currency unions and metric standards [459]. And Wittgenstein [460] (p. 47) then defines philosophy as a constant 
battle against bewitchment by language. But instead of struggling against the subjective play of language games 
contingent on the existing semiotic complex of ideas, words, and things, should not it be possible to imagine other 
semiotic complexes in which the games played are less viciously circular, self-destructive, and self-defeating? 

The opportunities opened up by the implications for practice explored in this essay suggest that there are ample 
reasons justifying the reconception of the problem as one of learning to free ourselves by relaxing into the finger 
puzzle trap. The low transaction costs afforded by the availability of premade idea-word-thing associations create 
an economy of thought from which it is incredibly difficult to leave. New ideas expressed in new words in relation 
to unfamiliar things rarely are amplified into wide circulation. To do so, they must represent a clear adaptive 
advantage—perhaps to an environment inducing unsustainable strategies—offering greater economic, social, or 
other efficiencies, efficiencies which must be broadly understood in not just logical terms but in terms of emotions, 
politics, aesthetics, and ethics, as well. In contrast to the prevailing view that humans rationally evaluate situations 
so as to act in their own self-interest, what actually happens is better described in terms of bounded rationality, 
where behaviors are imitated and analogies are propagated through social networks structured to facilitate virally 
communicable contagions of meaning and care, many of which may sacrifice long term survivability in favor of 
getting through the day [13], [31], [461] - [463]. 

To say the least, a large array of further questions stands in need of further research. Is a nonreductionist model 
of the structure, functions, and fluctuations of evolutionary change across physical, chemical, biological, 
psychological, social, and economic domains possible? Can a science of entropically-driven evolving processes 
occurring far from thermodynamic equilibrium be conceived and implemented at a cross-paradigmatic level of 
complexity? Such a science would have to be able to supplant the mechanically conceived theory, instruments, 
and data of the contemporary Western, Cartesian, dualistic paradigm with those of an emerging global nondualistic 
paradigm. Each domain would have to be energized by the physical work performed by dissipated entropy 
production in each sphere’s interacting structures, functions, and fluctuations. Order-of-magnitude shifts in the 
efficiencies of entropy dissipation would be induced by the infrastructure of each newly emergent level of 
complexity integrating the previous level’s operations with enhanced dissipative opportunities afforded by the 
external environment.  

In accord with that model, in the emerging paradigm, metasystematic paradoxes of heterogeneously unified and 
disunified, harmonious and dissonant, voluntary and involuntary individual operations would have to be integrated 
into shared symbol systems powering language as the vehicle of thought. The kinds of questions emerging here 
include but are not limited to the following: 

• Might we finally be on the verge of productively fulfilling Bohr’s expectation that, having encountered a
paradox, there is some hope of progress [464] (p. 140), [301] (p. 686)?

• Might R. Fisher’s [189], [190] distinction between deductive population-level probabilities and inductive
individual-level likelihoods, and Rasch’s incorporation of the structure of natural law in his models of
individual-level measurements, be combined to create an entropy-based SI unit defining a scaling factor
analogue of Boltzmann’s constant in information theory, which today remains just as unavailable as it
was in 1959, when von Foerster [36] (p. 19) lamented its absence?

• Restating that question, can shared languages and common metrics calibrated as representations of
simultaneously global generalities and local specificities be operationalized as the nonequilibrium
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thermodynamic engines energizing labor-saving processes and lifting the burden of initiation in an 
economy of thought?  

• Might the dissipation of entropy inform the coherence of a new class of SI units in a manner analogous
to the way the speed of light does for the existing SI?

• In other words, how might Prigogine’s sense of a new intelligibility inform or contrast with the new
science of enchantment anticipated by Sahlins [465], or the evolving participatory complexity described
by many others [30], [33], [301] - [304], [436], [466]?

• Will humanity find ways of operationalizing nonWestern and premodern traditions in a new paradigm
that relinquishes dualistic reductions to isolated individuals in favor of cybernetic feedback loops in
mutually causal, interdependent relationships?

• Can the similarity of the logical-mathematical structures common to nonequilibrium processes across
physics, biology, and psychology inform a new paradigm transforming the thermodynamic “metrisation
of the economic state space” begun by von Neumann, Leontief, and others [9], [467] - [469]?

• Can we imagine how models of collective rationality might be embedded in the rules, roles, and
responsibilities of a new institutional economics of human, social, and natural capital?

• Can humanity learn to think globally together at the same time it acts locally as uniquely situated
individuals?

• Can the seemingly irresistible cultural power of the dominant paradigm’s categorical reductions be
circumvented in ways that enable the organic cultivation of a new paradigm of irreducible complexity?

• Might this be facilitated by shifting the theory of games in economics away from centrally planned
analytics and assumptions of hyperrational consumers toward a more authentic sense of play truer to the
distributed participation of players whose undivided attention is caught up in the flow of events?

• Can the inherent insufficiency of systematically fragmented solutions applied to global problems be
recognized and addressed in time to prevent clearly impending climate disasters?

• Might individuals be empowered to profitably innovate new social technologies on mass scales by new
institutional economies, successfully addressing global problems at the global scale where they exist?

• Will the long-sought goal of reducing all sciences to physics be accomplished, ironically, not only by
means of irreducible complexity but also by constituting the identity of each science as an independent
domain of investigation?

• Might governance become an instrumentally mediated integration of art and science, like music?
Questions in this vein take up the general applicability of a semiotic model of hierarchical complexity as a matter 
in need of close attention. Could a coherent system of entropy-based metrological unit standards feasibly structure 
communications and lower transaction costs in a multilevel ecological economy of human, social, and natural 
capital markets? The challenges humanity faces in moving toward needed solutions are immense; but having 
formulated the problem, human ingenuity may yet win the day. 
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