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Abstract 

In this paper, we consider a class of generalized system of functional equations which arise in 

multistage decision process. We show that the coincidence solutions for this system of 

functional equations exist. The results presented here unify the results due to several authors. A 

numerical example is illustrated to justify the results. 
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1  Introduction 

In multistage decision process, in a natural way, functional equations arise. Bellman [4] first presented the 

existence of solutions for some classes of functional equations arising in dynamic programming. In 

optimization, dynamic programming, because of its wide applicability, induces much interest among 

people of various disciplines. The origin of the theory of dynamic programming lies in the domain of 

multistage decision process. The approximate dynamic programming approach can solve the optimization 

control problem of nonlinear system. Methods of dynamic programming and Bellman principle are used 

to accomplish the multistage optimization. The link between the optimal control problem and the Bellman 

equation is provided by dynamic programming. For details see [17, 16]. 

The initial form of a functional equations in multistage decision processes was proposed by Bellman and 

Lee [6] which is as follows SxyxTfyxHxf
Dy




))),,((,,(opt=)( . Here x  and y  represent the 

state and decision vectors respectively, S  and D denotes the state space and decision space respectively 

and T  represents the transformation of the process. )(xf  represents the optimal return function with 

initial state x  and opt  denotes sup  or inf . 
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This type of functional equation was first applied in engineering, control theory and economic theory 

(see, [4, 5, 7, 18, 19, 20]). Some applications of these ideas to the calculus of variations and theory of 

integral equations are found in [1, 2, 3].  In [13], Liu and Ume studied functional equations arising in 

multistage decision process for their existence, uniqueness and iterative approximation of solutions. Liu 

and Kang [12], studied the properties of functional equations. 

The system of functional equations of dynamic programming, initiated by Chang [9] as  

 

)))}.,((,,(),({sup=)(

)))},((,,(),({sup=)(

yxafyxFyxuxg

yxagyxGyxuxf

y

y
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

D

D
 (1) 

Chang and Ma [10] discussed the following type of system of functional equations: 
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We propose a class of generalized system of functional equations in the field of discrete optimization in 

line with Bellman's equation arising in dynamic programming of multistage decision process.  

 

}}.,1,2,=:))),((,,(),(                                    

))),,((,,(),,({opt),({opt=)(

}},,1,2,=:))),((,,(),(                                    

))),,((,,(),,({opt),({opt=)(

miyxbfyxByxv

yxdfyxDyxsyxqxg

miyxagyxAyxu

yxcgyxCyxryxpxf

iii

y

iii

y

















D

D

 (3) 

Here x  and y  indicate the state and decision vectors respectively. iadc ,,  and ib  for mi ,1,2,=   refer 

the transformation of the processes. )(xf  and )(xg  signify the optimal return functions with initial state 

x . 

In this paper, we establish the existence of coincidence solutions of system of functional equations (3). 

Here, the functions f  and g  are said to be coincidence solutions of the system of functional equations 

(3) if the following condition holds  
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The organization of the paper is as follows. Section 2 presents some basic notations and results. In section 

3, we establish some sufficient conditions ensuring the existence of coincidence solutions for the class of 

system of functional equations (3). The results presented in this paper unify the results of Chang [9], 
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Chang and Maa [10], Liu [11], Liu et al.[14], Liu et al. [15], Bhakta and Mitra [8]. Finally, a numerical 

example is presented to demonstrate the results in section 4.  

2  Preliminaries 

Suppose ),(=  , )[0,= 
 and ,0](= 

. ][t  denotes the largest integer not exceeding 

t , for any t  and ||).||,(X  and )||'.||,(Y  be real Banach spaces. XS   be the state space and 

YD  be the decision space.  

Consider 
  :,|),{(=1   are nondecreasing and 


<))((

0=
tn

n
  for }0t and

}.:|{=)( SofsubsetsboundedonboundedisSffSBB    

Let k  be a positive integer and ),(, SBBgf   let,  

 )},(0,|:)()({|sup=),( kBxxgxfgfdk   

 

 ,
),(1

),(
.

2

1
=),(

1= gfd

gfd
gfd

k

k

k
k 



 

where (0, ) ={ : || || }.B k x x Sand k x  Here, )),(( dSBB  is a complete metric space. 

We need following lemmas to prove our main results. 

Lemma 2.1  Let ii ba ,  for mi ,1,2,=  , then 

}.,1,2,=|:{|max},1,2,=|:{|max},1,2,=|:{|max mibmiamiba iiii    

Lemma 2.2  If cba ,, , then |}.||,||,{|max|},,{opt| cbacba   

 

3  Existence of coincidence solutions 

First, we show the existence of coincidence solutions for the system of functional equations (3).  

Theorem 3.1  Let , , , :i ic d a b S D S  , , , , , , :i ip q r s u v S D   and 

, , , :i iC D A B S D   for mi ,1,2,=  , and ),(   be in 1  satisfying the following 

assumptions: 

(𝐷1) },1,2,=|:),(||,),(||,),(||,),(||,),(||,),({|max miyxvyxuyxsyxryxqyxp ii  (|| ||) x , for 

all ( , )x y S D  , 

(𝐷2) )||||(},1,2,=:),(,),(||,),(,),({max xmiyxbyxayxdyxc ii |||||||||||||| , for all 

( , )x y S D  , 

(𝐷3) 0},1,2,=:),,(),(),,,(),,({opt  mizyxByxvzyxDyxs ii   and |,),,({|max zyxC  

},1,2,=|:),,(||,),,(||,),,(| mizyxBzyxAzyxD ii  || z , for all ( , , )x y z S D    
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Consider the following cases of system of functional equations:   

 

Case I: Suppose sup=opty DD  y
 and opt=opt  in )(xf  and )(xg  of (3) and ),(   satisfying )( 1D , 

)( 2D  and )( 3D  along with the following additional assumption: 

(𝐷4)for any fixed ,.),(,.),,(,.),,(,),( yxAyxDyxCSyx iD  and ,.),( yxBi  are both left continuous 

and nondecreasing with respect to the third argument on .  

 

Case II: Suppose inf=opty DD  y  in )(xf , sup=opty DD  y
 in )(xg  and opt=opt  in )(xf  and 

)(xg  of (3) and ),(   satisfying )( 1D , )( 2D  and )( 3D  along with the following additional 

assumption:  

 

(𝐷5) ,.),( yxC  and ,.),( yxAi  are both left continuous and nondecreasing with respect to the third 

argument on   and ,.),(,.),,( yxByxD i  are both right continuous and nondecreasing with respect to the 

third argument on  , for ( , )x y S D  . 

 

Case III: Suppose inf=opty DD  y  and opt=opt  in )(xf  and )(xg  of (3) and ),(   satisfying 

)( 1D  and )( 2D  along with the following additional assumptions: 

 

(𝐷6) 0},1,2,=:),,(),(),,,(),,({opt  mizyxByxvzyxDyxs ii   and |,),,({|max zyxC  

||},1,2,=|:),,(||,),,(||,),,(| zmizyxBzyxAzyxD ii  , 

 

(𝐷7)for ( , ) , ( , ,.), ( , ,.), ( , ,.)ix y S D C x y D x y A x y   and ,.),( yxBi  are both right continuous and 

nondecreasing with respect to the third argument on  .  

Then the system of functional equations (3) has a coincidence solution.  

 

Proof. The proof is carried out by the following steps. 

Step 1. First we show the monotonicity of 02 )}({ nn xg  and 012 )}({  nn xf . We need to consider following 

three cases. 

Case :I  We consider the followings.  

 ,),,(sup=)(0 Sxyxqxg
y


D

 (5) 
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With the assumption )( 4D  and following a similar argument given in [14], we obtain  

 ,)()()()( 22220    xgxgxgxg nn  (8) 

 

 .)()()()( 121231    xfxfxfxf nn  (9) 

This implies the sequences 02 )}({ nn xg  and 012 )}({  nn xf  are monotone.  

 

Case :II  We consider the followings. 
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 With the assumption )( 5D  and following a similar argument given in [14], we obtain  

 ,)()()()( 22220    xgxgxgxg nn  (13) 

 .)()()()( 121231    xfxfxfxf nn  (14) 

 Applying the similar approach of the proof of Case 1, we conclude the sequences 02 )}({ nn xg  and 

012 )}({  nn xf  are monotone. 

Case :III  We consider the followings. 

 

 ,),,(inf=)(0 Sxyxqxg
y


D

 (15) 
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With the assumption )( 6D , )( 7D  and following a similar argument given in [14], we obtain  

 ,)()()()( 22220    xgxgxgxg nn  (18) 

 .)()()()( 121231    xfxfxfxf nn  (19) 

Applying the similar approach of the proof of Case I, we conclude the sequences 02 )}({ nn xg  and 

012 )}({  nn xf  are monotone. 

Step 2. Now we show that these two sequences 02 )}({ nn xg  and 012 )}({  nn xf  are bounded for each of 

the three cases. 

Case I: For 1||][||  xk  by )( 1D  and (5), we obtain  

 ||).(|||),(sup|=|)(| 0 xyxqxg
y


D

 (20) 

In view of Lemma 2.1, Lemma 2.2 and )()( 31 DD   and following a similar argument of the proof given 

in [14], we obtain 
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=0 =0

| ( ) | 2 ( (|| ||)) 2 ( ( )), 0,
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g x k n   


    x  (21) 

 
2 1

2 1

=0 =0

| ( ) | 2 ( (|| ||)) 2 ( ( )), 0.
n
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n
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f x k n   
 

     x  (22) 

This implies that 02 )}({ nn xg  and 012 )}({  nn xf  are bounded. 

Case II: Proof follows from the similar argument of Case I. 

Case III: Proof follows from the similar argument of Case I. 

Step 3. Finally, we show the existence of coincidence solutions of the system of functional equation (3). 

We consider the three cases separately. 

Case I: Suppose,  
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Inequalities (8), (9) and (23) imply for any ( , )x y S D   and 0,n  
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 Following the Case I of Step 1 and Step 2 these two sequences are monotone and bounded. This implies 

).(, SBBgf   Considering (8) and (9) with the assumption )( 4D  and letting n  in (24) with 

)(, SBBgf  , we obtain  
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 which implies that  
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 Hence, )(=)( xfxP  and )(=)( xgxQ , for Sx . 

 

Case II: Applying the similar approach of Case I, we obtain  
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Case III: Applying the similar approach of Case I, we obtain 
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 which implies that  
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 Hence, )(=)( xfxP  and )(=)( xgxQ , for Sx . 

Hence, system of functional equation (3) has a coincidence solution.  

 

Remark 3.2  

1.  In case 0============== 4343 iimm vuBBBAAADCsr   for mi ,1,2,=  , 

then [Theorem 3.1, Case I] reduces to Theorem 3.1 of Liu et al.[14]. 

2.  If sup=
DD  yyopt , max=opt  and

0================== 32323232 mmmm BBBAAAvvvuuuqp  , then 

[Theorem 3.1, Case I] reduces to Theorem 3.1 of Liu et al. [15]. 

3.  In case I= , 0====== ii vuDCsr  for mi ,1,2,=   and 

mmmm bbbaaaBBBAAA ===,===,===,=== 21212121  , then [Theorem 3.1, Case 

II] reduces to Theorem 4.1  of Liu [11]. 

4.  In case 0============== 4343 mmii BBBAAAvuDCsr   for mi ,1,2,=  , 

then [Theorem 3.1, Case II], reduces to Theorem 3.2  of Liu et al. [14]. 

5.  If I= , 0====== ii vuDCsr  for mi ,1,2,=   and 

mmmm bbbaaaBBBAAA ===,===,===,=== 21212121  , then [Theorem 3.1, Case I] 

reduces to Theorem 4.2  of Liu [11], which, in turn, generalizes Theorem 2.3  of Bhakta and Mitra [8]. 

6.  In case 0============== 4343 mmii BBBAAAvuDCsr   for mi ,1,2,=  , 

then [Theorem 3.1, Case III], reduces to Theorem 3.3  of Liu et al. [14]. 

7.  Theorem 3.2  and Theorem 3.3  of Liu et al. [15] are special cases of [Theorem 3.1, Case I]. 

8.  Theorem 4.1  of Chang [9] is a special case of [Theorem 3.1, Case I].  

 

 

4  Numerical example 

Consider the following system of functional equation. 

 

Example 4.1  Let = = , = [1, ), =X Y S D    . Define , , , :i ic d a b S D S  , 

, , , , , :i ip q r s u v S D   and , :i iA B S D   for 1,2,3=i , and 
 :,  by 

3
=)(,=)( 2 t

ttt  , 
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  where, 
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zif

),,( zyxD  = 














0,,

)(1

|)2(sin|

0<0,

2
zif

yx

yxz

zif

 

),,(1 zyxA  = 






















0,,
2

|)2(3sin|

0<,
1

2

2

zif
yx

yxz

zif
yx

z

   

),,(1 zyxB  = 













0,,
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zif
yx

z
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












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2
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2

2

zif
yx

yxz

zif
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=




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
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

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z
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


















0,,
)(2
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1

2

3

zif
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xyz
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
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








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1

0<0,

2
zif
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z
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Note that the results of [8, 9, 11, 14, 15] are not applicable due to positive values of || p  and || q  for 

verifying the existence of coincidence solutions, since  

 

2

2
| ( , ) |= > 0, ( , ) ,

2 | sin( 2 ) |

x
p x y x y S D

x y
  

 
 

 



451 Deepmala, A K Das, R Jana / GU J Sci, 30(4): 442-452 (2017) 

 

 

2

2
| ( , ) |= > 0, ( , ) .

1 | cos(2 3 ) |

x
r x y x y S D

y x
  

 
 

One can verify the existence of coincidence solutions by applying the result proposed in this paper for all 

possible values of || p  and || q . The example considered is basically the case of  

Case I of Theorem 3.1. Now we compute  

 

2
2

2
| ( , ) |= = ( ),

2 sin( 2 )

x
p x y x x

x y


 
 

 

 

3cos(1 3 )
| ( , ) |= = ( ),

4 3

x xy x
c x y x


  

 

|),,(| 1 zyxA  = 

2

2

| |, < 0
1

| sin(3 2 ) |
| | |, 0

2

0 0.

z
z if z

x y

z x y
z if z

x y

if z




 
 

 
 

 



 

It is easy to show that all the assumptions )()( 41 DD   for Theorem 3.1 are satisfied for this example. 

Based on the Theorem 3.1 we conclude that system of functional equations (31) has a coincidence 

solution. 

5  Conclusion 

 

Functional equations are well studied in the literature of dynamic programming and arise in a number of 

applications in engineering, control theory and economic theory. Bellman first presented the existence of 

solutions for some classes of functional equations arising in dynamic programming. We consider a 

generalized system of functional equations and prove the existence of coincidence solution. Theorem 3.1 

unifies the results due to [8, 9, 11, 14, 15] which is illustrated with the help of an example. To find a 

coincidence solution for a system of functional equation one has to develop a suitable algorithm which 

remains as an interesting work for future research. 
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