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ABSTRACT

In the paper we investigate locally symmetric polynomial metrics in special cases of Riemannian
and Finslerian surfaces. The Riemannian case will be presented by a collection of basic results
(regularity of second root metrics) and formulas up to Gauss curvature. In case of Finslerian
surfaces we formulate necessary and sufficient conditions for a locally symmetric fourth root metric
in 2D to be positive definite. They are given in terms of the coefficients of the polynomial metric
to make checking the positive definiteness as simple and direct as possible. Explicit examples
are also presented. The situation is more complicated in case of spaces of dimension more than
two. Some necessary conditions and an explicit example are given for a positive definite locally
symmetric polynomial metric in 3D. Computations are supported by the MAPLE mathematics
software (LinearAlgebra).

Keywords: Finsler surfaces, locally symmetric polynomial metrics, positive definiteness.

AMS Subject Classification (2020): Primary: 53C60; Secondary: 58B20.

1. Introduction

Let M be a differentiable manifold with local coordinates u1, . . . , un (as index calculus is limited, we are
going to use lower indices for the coordinates to make polynomial formulas easier to read). The induced
coordinate system of the tangent manifold TM consists of the functions x1 = u1 ◦ π, . . . , xn = un ◦ π and
y1 = du1, . . . , yn = dun, where π:TM → M is the canonical projection of the tangent vectors to the base points.
A Finsler metric [4] is a non-negative continuous function F :TM → R satisfying the following conditions:

(F1) F is smooth on the complement of the zero section,
(F2) F (tv) = tF (v) for all t > 0 (positive homogeneity of degree one),
(F3) the Hessian matrix

gij =
∂2E

∂yi∂yj

of the energy function E = F 2/2 is positive definite at all nonzero elements v ∈ π−1(U) ⊂ TM . Using Euler’s
theorem for homogeneous functions, the positive definiteness of the Hessian implies that

2E(v) =

n∑
i,j=1

vivjgij(v) > 0

for any nonzero element of the tangent manifold. Since F is non-negative it also follows that F (v) ≥ 0 and
F (v) = 0 if and only if v = 0. The Riemann–Finsler metric gij makes each tangent space (except at the origin) a
Riemannian manifold with standard canonical objects such as the volume form

dµ =
√

det gijdy1 ∧ . . . ∧ dyn,
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the Liouville vector field
C = y1

∂

∂y1
+ . . .+ yn

∂

∂yn

and the induced volume form on the indicatrix hypersurface ∂Kp = F−1(1) ∩ TpM , where p ∈ M . The
coordinate expression is

µ =
√

det gij

n∑
i=1

(−1)i−1 yi
F
dy1 ∧ . . . ∧ dyi−1 ∧ dyi+1 ∧ . . . ∧ dyn.

Definition 1.1. Let m = 2l be a positive natural number, l = 1, 2, . . . . A Finsler metric F is called an m-th root
metric if its m-th power Fm is of class Cm on the tangent manifold TM .

Using that F is positively homogeneous of degree one, its m-th power is positively homogeneous of degree
m. If it is of class Cm on the tangent manifold TM (including the zero section), then its local form must be a
polynomial* of degree m in the variables y1, . . ., yn as follows:

Fm(x, y) =
∑

i1+...+in=m

ai1...in(x)y
i1
1 . . . yinn . (1.1)

Finsler metrics of the form (1.1) have been introduced by Shimada [8]. They are generalizations of the so-called
Berwald-Moór metrics. The geometry of m-th root metrics and some special cases have been investigated by
several authors such as M. Matsumoto, K. Okubo, V. Balan, N. Brinzei, L. Tamássy, A. Tayebi et al. (B. Tiwari,
M. Kumar, J. Majidi, A. Haji-Badali) and B. Najafi etc. in [2], [3], [5], [6], [7], [9], [10], [11] and [12].

Example 1.1. Riemannian metrics are 2nd root metrics, i.e. m = 2.

Definition 1.2. [1] F is a locally symmetric m-th root metric if each point has a coordinate neighbourhood such
that Fm is a symmetric polynomial of degree m in the variables y1, . . ., yn of the induced coordinate system on
the tangent manifold.

Example 1.2. Taking an arbitrary m-th root metric F we can construct a locally symmetric m-th root metric over a
coordinate neighbourhood by the symmetrization process

Fm
sym(x, y1, . . . , yn) =

1

n!

∑
σ

Fm(x, yσ(1), . . . , yσ(n)),

where σ runs through the permutations of the indices.

Suppose that formula (1.1) is a symmetric expression of Fm(x, y) in the variables y1, . . ., yn. Using the
fundamental theorem of symmetric polynomials, we can write that

Fm(x, y) = P (s1, . . . , sn), (1.2)

where
s1 = y1 + . . .+ yn, s2 = y1y2 + . . .+ yn−1yn, . . . , sn = y1 . . . yn

are the so-called elementary symmetric polynomials. The polynomial P with coefficients depending on
the position is called the local characteristic polynomial of the locally symmetric m-th root metric. Using the
homogeneity properties, the reduction of the number of the coefficients depending on the position is

Fm(x, y) =
∑

j1+2j2+...+njn=m

cj1...jn(x)s
j1
1 . . . sjnn . (1.3)

∗It can be seen by a simple induction: if a zero homogeneous function is continuous at the origin, then the homogeneity property implies that for any
real number t > 0,

f(tv) = f(v) ⇒ f(0) = lim
t→0+

f(tv) = f(v),

i.e. the function is constant in the tangent spaces. Since partial differentiation with respect to the variables y1, . . ., yn decreases the degree of
homogeneity, we can apply the inductive hypothesis to conclude the statement.
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In case of m = 2 (second root metrics – Riemannian case) and n ≥ 2,

P (s1, . . . , sn) = c20(x)s
2
1 + c01(x)s2.

In case of m = 4 (fourth root metrics) and n = 2, 3, 4 we have

P (s1, s2) = c40(x)s
4
1 + c21(x)s

2
1s2 + c02(x)s

2
2,

P (s1, s2, s3) = c400(x)s
4
1 + c210(x)s

2
1s2 + c020(x)s

2
2 + c101(x)s1s3,

P (s1, s2, s3, s4) = c4000(x)s
4
1 + c2100(x)s

2
1s2 + c0200(x)s

2
2 + c1010(x)s1s3 + c0001(x)s4,

respectively. Locally symmetric fourth root metrics for n ≥ 5 are similar up to the formal zero coefficients of
the terms s5, . . ., sn.

Corollary 1.1. [1] A locally symmetric fourth root metric is locally determined by at most five components of its local
characteristic polynomial.

Let us introduce the following notations:

A(x, y) := Fm(x, y) =
∑

i1+...+in=m

ai1...in(x)y
i1
1 . . . yinn , Ai :=

∂A

∂yi
and Aij :=

∂2A

∂yi∂yj
.

Lemma 1.1. For any m-th root metric the Hessian Aij is positive definite at all nonzero elements v ∈ π−1(U) ⊂ TM .

Proof. Since Fm/2l = El, we have that

Aij/2
l = l(l − 1)El−2 ∂E

∂yi

∂E

∂yj
+ lEl−1 ∂2E

∂yi∂yj
, (1.4)

where m = 2l. This means that the positive definiteness of the Hessian of the energy function implies the
positive definiteness of the Hessian of the m-th power function.

Lemma 1.2. If the Hessian Aij of a smooth, pointwise polynomial function

A(x, y) =
∑

i1+...+in=m

ai1...in(x)y
i1
1 . . . yinn

is positive definite at all nonzero elements v ∈ π−1(U) ⊂ TM then its m-th root is a Finsler metric.

Proof. Let us choose a nonzero element v ∈ TpM . Using Euler’s theorem for homogeneous functions, the
positive definiteness

0 <

n∑
i,j=1

vivjAij(v) = m(m− 1)A(v)

implies that we can introduce the function F (v) = m
√

A(v) > 0 and F (0) = 0. It is continuous, non-negative
and smooth on the complement of the zero section (see (F1)). The homogeneity property (F2) is automatically
satisfied. Let z ∈ TpM be a nonzero element of the form† z = w + tv such that

n∑
i=1

wi
∂E

∂yi
(v) = 0.

We have
n∑

i,j=1

(wi + tvi)(wj + tvj)
∂2E

∂yi∂yj
(v) =

†For such a decomposition

t =

n∑
i=1

zi

2E(v)

∂E

∂yi

(v),

where E = F 2/2.
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n∑
i,j=1

wiwj
∂2E

∂yi∂yj
(v) + 2t

n∑
i=1

wi ∂E

∂yi
(v) + t2

n∑
i,j=1

vivj
∂2E

∂yi∂yj
(v) =

n∑
i,j=1

wiwj
∂2E

∂yi∂yj
(v) + 2t2E(v)

by the homogeneity of degree 2 of the energy function E = F 2/2. Therefore

0 ≤
n∑

i,j=1

wiwjAij(v)/2
l = lEl−1(v)

n∑
i,j=1

wiwj
∂2E

∂yi∂yj
(v)

implies that the Hessian of the energy function is positive definite even if w = 0.

Some notes about the linear isometry group

The linear isometry group of a Finsler metric at a point p ∈ M consists of linear transformations φ:TpM → TpM
such that

F ◦ φ(v) = F (v) (v ∈ TpM) ⇒ E ◦ φ(v) = E(v) (v ∈ TpM).

Using the linearity of φ, second order partial differentiation of the energy function by the directional variables
y1, . . . , yn shows that φ is an isometry with respect to the Riemann–Finsler metric in the sense that for any
non-zero element v ∈ TpM

n∑
i,j=1

φi(w)φj(z)gij ◦ φ(v) =
n∑

i,j=1

wizjgij(v) (w, z ∈ TpM).

Therefore the linear isometry group is a closed and, consequently, compact subgroup in the orthogonal group
with respect to the averaged Riemannian metric

γij(p) =

∫
∂Kp

gij µ;

for more details about the applications of average processes in Finsler geometry see [13]. Suppose that formula
(1.1) is a symmetric expression of F (x, y) in the variables y1, . . ., yn. It is easy to see that the permutation group
consisting of

φσ(y1, . . . , yn) := (yσ(1), . . . , yσ(n))

belongs to the linear isometry group of a locally symmetric polynomial Finsler metric at each point of a local
neighbourhood, where σ runs through the permutations of the indices. The permutation group is always
reducible because equation

y1 + . . .+ yn = 0 ⇔ df = 0, where f = u1 + . . .+ un

gives invariant hyperplanes in the tangent spaces. It is an integrable distribution with level sets of the function
f as integral manifolds. Since

γp(v, v) = γp(φσ(v), φσ(v)),

it also follows that a locally symmetric polynomial metric induces a locally symmetric averaged Riemannian
metric (second root metric). It is investigated in the next section.

2. On the regularity of locally symmetric second root metrics: Riemannian manifolds

Let M be a connected Riemannian manifold with a locally symmetric second root metric F =
√
A. Its local

characteristic polynomial must be of the form

P (s1, . . . , sn) = F 2(x, y) = A(x, y) = a(x)s21 + b(x)s2,

where a(x) = c20(x) and b(x) = c01(x) are smooth coefficients depending on the position. Therefore

Ai(x, y) = 2a(x)s1 + b(x)(s1 − yi), Aij(x, y) = 2a(x) + b(x)(1− δij) (i, j = 1, . . . , n).
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In the sense of Lemma 2 we have to check the positive definiteness of the Hessian. The positive definiteness of
Aij obviously implies that a(x) > 0 (i = j = 1) and we can write the Hessian in the form

Aij(x, y) = 2a(x)

(
1 +

h(x)

2
(1− δij)

)
,

where h(x) = b(x)/a(x). Introducing the parameter

p(x) = 1 +
h(x)

2
,

we are going to check the positive definiteness up to a positive conformal term:

gij(x) = 1 +
h(x)

2
(1− δij) =


1 p(x) p(x) . . . p(x)

p(x) 1 p(x) . . . p(x)
p(x) p(x) 1 . . . p(x)

...
...

...
...

p(x) p(x) p(x) . . . 1

 .

Its characteristic polynomial is ∣∣∣∣∣∣∣∣∣∣

1− λ p(x) p(x) . . . p(x)
p(x) 1− λ p(x) . . . p(x)
p(x) p(x) 1− λ . . . p(x)

...
...

...
...

p(x) p(x) p(x) . . . 1− λ

∣∣∣∣∣∣∣∣∣∣
.

Subtracting the last row from all the rows above, we have∣∣∣∣∣∣∣∣∣∣

1− λ− p(x) 0 0 . . . p(x)− 1 + λ
0 1− λ− p(x) 0 . . . p(x)− 1 + λ
0 0 1− λ− p(x) . . . p(x)− 1 + λ
...

...
...

...
p(x) p(x) p(x) . . . 1− λ

∣∣∣∣∣∣∣∣∣∣
.

Adding all columns to the last one gives∣∣∣∣∣∣∣∣∣∣

1− λ− p(x) 0 0 . . . 0
0 1− λ− p(x) 0 . . . 0
0 0 1− λ− p(x) . . . 0
...

...
...

...
p(x) p(x) p(x) . . . 1− λ+ (n− 1)p(x)

∣∣∣∣∣∣∣∣∣∣
and the determinant is equal to the product of the elements in its diagonal:

(1− p(x)− λ)n−1 (1 + (n− 1)p(x)− λ) .

Therefore the matrix has eigenvalues λ1 = 1− p(x) and λ2 = 1 + (n− 1)p(x). It is positive definite if and only
if 1− p(x) > 0 and 1 + (n− 1)p(x) > 0, which is equivalent to

− 1

n− 1
< p(x) < 1 (2.1)

and we have the following result.

Proposition 2.1. The Hessian

Aij(x, y) = 2a(x) + b(x)(1− δij) = 2a(x)

(
1 +

h(x)

2
(1− δij)

)
683 dergipark.org.tr/en/pub/iejg
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is positive definite at all nonzero elements v ∈ π−1(U) ⊂ TM if and only if

a(x) > 0 and − 1

n− 1
< p(x) < 1,

where h(x) = b(x)/a(x) and

p(x) = 1 +
h(x)

2
.

Proposition 2.2. If the matrix

gij(x) = 1 +
h(x)

2
(1− δij)

is positive definite then its inverse is

gij(x) =
1

(1− p(x))(1 + (n− 1)p(x))
bij(x),

where

bij(x) =

{
1 + (n− 2)p(x) if i = j,

−p(x) if i ̸= j.

Proof. If i = j then

n∑
k=1

gikb
kj =

n∑
k=1

gikb
ki = giib

ii +
∑

1≤k≤n
k ̸=i

gikb
ki = 1 + (n− 2)p(x)− (n− 1)p(x)2 =

= (1− p(x))(1 + (n− 1)p(x)).

If i ̸= j then
n∑

k=1

gikb
kj = giib

ij + gijb
jj +

∑
1≤k≤n
k ̸=i, k ̸=j

gikb
ki =

= − p(x) + p(x)(1 + (n− 2)p(x))− (n− 2)p(x)2 = 0.

2.1. Canonical data on Riemannian surfaces

In what follows we are interested in the special case of Riemannian surfaces with n = 2, i.e.

gij =

[
1 p(x)

p(x) 1

]
and gij =

1

1− p(x)2

[
1 −p(x)

−p(x) 1

]
.

Using the abbreviation ∂i (i = 1, 2) for differentiation with respect to the position, a straightforward calculation
shows that

(i) the Christoffel symbols

Γk
ij =

1

2
gkl (∂igjl + ∂jgil − ∂lgij)

are Γ1
12 = Γ2

12 = Γ1
21 = Γ2

21 = 0,

Γ1
11 = −p(x) ∂1p(x)

1− p(x)2
, Γ2

11 =
∂1p(x)

1− p(x)2
, Γ1

22 =
∂2p(x)

1− p(x)2
, Γ2

22 = −p(x) ∂2p(x)

1− p(x)2
,

(ii) the components of the Riemannian curvature tensor
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Rl
ijk = ∂iΓ

l
jk − ∂jΓ

l
ik + Γl

irΓ
r
jk − Γl

jrΓ
r
ik

are R1
111 = R2

111 = R1
112 = R2

112 = 0,

R1
121 =

p(x) (1− p(x)2) ∂1,2p(x) + p(x)2 ∂1p(x) ∂2p(x)

(1− p(x)2)2
,

R2
121 = − (1− p(x)2) ∂1,2p(x) + p(x) ∂1p(x) ∂2p(x)

(1− p(x)2)2
,

R1
122 =

(1− p(x)2) ∂1,2p(x) + p(x) ∂1p(x) ∂2p(x)

(1− p(x)2)2
,

R2
122 = −p(x) (1− p(x)2) ∂1,2p(x) + p(x)2 ∂1p(x) ∂2p(x)

(1− p(x)2)2
,

R1
211 = −p(x) (1− p(x)2) ∂1,2p(x) + p(x)2 ∂1p(x) ∂2p(x)

(1− p(x)2)2
,

R2
211 =

(1− p(x)2) ∂1,2p(x) + p(x) ∂1p(x) ∂2p(x)

(1− p(x)2)2
,

R1
212 = − (1− p(x)2) ∂1,2p(x) + p(x) ∂1p(x) ∂2p(x)

(1− p(x)2)2
,

R2
212 =

p(x) (1− p(x)2) ∂1,2p(x) + p(x)2 ∂1p(x) ∂2p(x)

(1− p(x)2)2

and R1
221 = R2

221 = R1
222 = R2

222 = 0. The lowered components

Rijkl = glm Rm
ijk

are R1111 = R1112 = R1121 = R1122 = R1211 = R1222 = 0,

R1212 = − (1− p(x)2) ∂1,2p(x) + p(x) ∂1p(x) ∂2p(x)

1− p(x)2
,

R1221 =
(1− p(x)2) ∂1,2p(x) + p(x) ∂1p(x) ∂2p(x)

1− p(x)2
,

R2112 =
(1− p(x)2) ∂1,2p(x) + p(x) ∂1p(x) ∂2p(x)

1− p(x)2
,

R2121 = − (1− p(x)2) ∂1,2p(x) + p(x) ∂1p(x) ∂2p(x)

1− p(x)2

and R2111 = R2122 = R2211 = R2212 = R2221 = R2222 = 0,

(iii) the components of the Ricci tensor

Ricij = gkm Rkijm

are

Ric11 = Ric22 =
(1− p(x)2) ∂1,2p(x) + p(x) ∂1p(x) ∂2p(x)

(1− p(x)2)2
,

Ric12 = Ric21 =
p(x) (1− p(x)2) ∂1,2p(x) + p(x)2 ∂1p(x) ∂2p(x)

(1− p(x)2)2
,

(iv) the scalar curvature

S = gijRicij

is

S =
2(1− p(x)2) ∂1,2p(x) + 2p(x) ∂1p(x) ∂2p(x)

(1− p(x)2)2
,

(v) the Gaussian curvature
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K =
1

2
S

is

K =
(1− p(x)2) ∂1,2p(x) + p(x) ∂1p(x) ∂2p(x)

(1− p(x)2)2
. (2.2)

The Gaussian curvature completely determines the curvature tensor of a Riemannian 2-manifold. In what
follows we are going to find a local solution function p(x) of equation (2.2) for surfaces with constant curvature.

2.2. Riemannian surfaces with constant curvature

Given a real constant k ∈ R, let’s solve equation

(1− p(x1, x2)
2) ∂1,2p(x1, x2) + p(x1, x2) ∂1p(x1, x2) ∂2p(x1, x2)

(1− p(x1, x2)2)2
= k, (2.3)

where −1 < p(x1, x2) < 1.

(i) If k = 0, then we are looking for the possible solutions in the special form p(x1, x2) = f1(x1) f2(x2).

Since
∂1p(x1, x2) = f ′

1(x1) f2(x2), ∂2p(x1, x2) = f1(x1) f
′
2(x2), ∂1,2p(x1, x2) = f ′

1(x1) f
′
2(x2),

it follows that equation (2.3) reduces to
f ′
1(x1) f

′
2(x2) = 0

and p(x1, x2) = c1 f2(x2) or p(x1, x2) = c2 f1(x1) are possible solutions.

(ii) If k ̸= 0, then both

p(x1, x2) = 2 tanh2
(
c1 x1 −

kx2

c1
+ c2

)
− 1

and

p(x1, x2) = 1− 2 tanh2
(
c1 x1 +

kx2

c1
+ c2

)
are possible solutions, where c1, c2 ∈ R, c1 ̸= 0.

3. On the regularity of locally symmetric fourth root metrics: Finsler surfaces

In what follows we formulate necessary and sufficient conditions for a locally symmetric fourth root metric
in 2D to be positive definite. They are given in terms of the coefficients of the polynomial metric to make
checking the positive definiteness as simple and direct as possible. Explicit examples will also be presented.

3.1. The Hessian

Let M be a two-dimensional connected Finsler manifold (Finsler surface) with a locally symmetric fourth
root metric F = 4

√
A. Its local characteristic polynomial must be

P (s1, s2) = F 4(x, y) = A(x, y) = a(x)(y1 + y2)
4 + b(x)(y1 + y2)

2y1y2 + c(x)(y1y2)
2 (3.1)

where a(x) = c40(x), b(x) = c21(x) and c(x) = c02(x). Writing A in the usual form

A(x, y) = l(x)
(
y41 + y42

)
+m(x)

(
y31y2 + y1y

3
2

)
+ n(x)y21y

2
2 , (3.2)

we can check that the coefficients are

l(x) = a(x), m(x) = 4a(x) + b(x), n(x) = 6a(x) + 2b(x) + c(x), (3.3)

i.e. they are obtained by the regular linear transformation l
m
n

 =

1 0 0
4 1 0
6 2 1

ab
c

 .
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Therefore, the coefficients a(x), b(x), c(x) are uniquely determined by l(x), m(x), n(x) and vice versa.
Differentiating (3.2),

A1(x, y) = 4l(x)y31 + 3m(x)y21y2 + 2n(x)y1y
2
2 +m(x)y32 ,

A2(x, y) = m(x)y31 + 2n(x)y21y2 + 3m(x)y1y
2
2 + 4l(x)y32 ,

and the second-order derivatives are

A11(x, y) = 12l(x)y21 + 6m(x)y1y2 + 2n(x)y22 ,

A12(x, y) = A21(x, y) = 3m(x)y21 + 4n(x)y1y2 + 3m(x)y22 ,

A22(x, y) = 2n(x)y21 + 6m(x)y1y2 + 12l(x)y22 .

The Hessian

Aij =

[
A11 A12

A21 A22

]
is of the form

A11 =
[
y1 y2

] [12l 3m
3m 2n

] [
y1
y2

]
, A12 = A21 =

[
y1 y2

] [3m 2n
2n 3m

] [
y1
y2

]
,

A22 =
[
y1 y2

] [2n 3m
3m 12l

] [
y1
y2

]
.

Lemma 3.1. Aij is positive definite if and only if

• A11 > 0 and
• detAij = A11A22 −A2

12 > 0, where

detAij(y1, y2) = (24ln− 9m2)
(
y41 + y42

)
+ (72lm− 12mn)

(
y31y2 + y1y

3
2

)
(3.4)

+(144l2 + 18m2 − 12n2)y21y
2
2 .

3.2. Necessary conditions of positive definiteness

Suppose that the matrix Aij is positive definite and let us consider the following necessary conditions.

• Condition A11 > 0 is obviously equivalent to

[
y1 y2

] [12l 3m
3m 2n

] [
y1
y2

]
> 0 ⇐⇒

{
12l > 0

24ln− 9m2 > 0
⇐⇒

{
l > 0

8ln > 3m2
. (3.5)

Especially, n > 0 and condition (3.5) automatically provides the positive definiteness of Aij along the
coordinate axes because of

detAij(t, 0) = detAij(0, t) = (24ln− 9m2)t4.

• Using the diagonal and the antidiagonal directions, we must have

detAij(t,±t) = 12(6l − n)(2l ± 2m+ n)t4 > 0

and a simple addition implies that 12(6l − n)(4l + 2n)t4 > 0. Since l and n are strictly positive by (3.5),
6l − n > 0, i.e. 6l > n must hold. Therefore we have

l > 0 and
3m2

8l
< n < 6l (3.6)

as bounds for the coefficient n(x). Further necessary conditions can be given by using the positivity along
the diagonal and the antidiagonal directions in a separated way:{

2l + 2m+ n > 0

2l − 2m+ n > 0
⇐⇒

{
2l + n > −2m

2l + n > 2m
⇐⇒ 2 |m| < 2l+ n. (3.7)

Combining the previous conditions we also have that

2 |m| < 2l + n < 2l + 6l = 8l =⇒ |m| < 4l. (3.8)
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In the paper [1], the authors presented condition (3.6) to support theoretical results for such a metric to be an
easy-to-compute example for a generalized Berwald metric. The results related to the special metric obviously
hold, but condition (3.6) is not equivalent to the positive definiteness of the metric. Indeed, the coefficients
l = 4, m = 6 and n = 4 show that condition (3.6) can be satisfied without satisfying the necessary condition (3.7)
for the positive definiteness of the matrix Aij . Using a continuity argument, we can also construct indefinite
polynomial metrics with non-constant coefficients: l(x) ≈ 4, m(x) ≈ 6 and n(x) ≈ 4.

3.3. Some examples

In most cases of the following examples we use constant coefficients but a continuity argument allows us to
extend the definiteness property for a polynomial metric with non-constant coefficients.

Example 3.1. The coefficients l = 1, m =
√
7 and n = 3 show that condition (3.6) can be satisfied without satisfying the

necessary condition (3.7) for the positive definiteness of the matrix Aij .

Example 3.2. Setting l = 4, m = 6 and n = 5, it can easily be seen that all the necessary conditions (3.6) and (3.7) are
satisfied. By substituting into (3.4), the determinant of the Hessian is

detAij(y1, y2) = 156(y41 + y42) + 1368(y31y2 + y1y
3
2) + 2652y21y

2
2

and we do not always get a positive value: detAij(1,−2) = −420.

Example 3.3. Let us choose l = 1, m = 2 and n = 3. Although all the necessary conditions (3.6) and (3.7) are satisfied,
the previous example shows that they do not form a sufficient system of conditions for the positive definiteness in general.
Therefore we have to check inequality detAij > 0 in a direct way (A11 > 0 is given by l > 0 and 8ln > 3m2):

detAij = 36(y41 + y42) + 72(y31y2 + y1y
3
2) + 108y21y

2
2 = 36

(
y21 + y1y2 + y22

)2
,

where the quadratic form y21 + y1y2 + y22 is obviously positive definite. So is the matrix Aij .

Example 3.4. Let us set l = 1, m = 1 and n = 2. Since the necessary conditions (3.6) and (3.7) are satisfied, the positive
definiteness depends on the positivity of detAij along directions such that y1y2 ̸= 0. Plugging into (3.4) yields

detAij(y1, y2) = 39(y41 + y42) + 48(y31y2 + y1y
3
2) + 114y21y

2
2 ,

about which neither positivity nor reducibility is obvious to determine. Dividing by 3y1y2 and introducing the new
variable z :=

y1
y2

+
y2
y1

, we have that

13

[(
y1
y2

)2

+

(
y2
y1

)2
]
+ 16

[
y1
y2

+
y2
y1

]
+ 38 = 13(z2 − 2) + 16z + 38 = 13z2 + 16z + 12.

It is easy to see that the polynomial is positive everywhere because it has a positive main coefficient and negative
discriminant −368. So is detAij , making Aij positive definite.

Example 3.5. (Positive definite generalized Berwald surfaces) According to the characterization of generalized Berwald
surfaces with locally symmetric fourth root metrics in [1], the choice n(x) ≈ 1 (i.e. n(x) is close enough to one), l(x) = 1/4
and

m(x) =

√
n(x)− 1/2 +

1

36
(2n(x)− 3)2

gives a generalized Berwald surface. Using a continuity argument it is enough to evaluate the principal minors of the
matrix Aij under the choice l = 1/4, n = 1 and

m =

√
1− 1/2 +

1

36
(2 · 1− 3)2 =

√
19/6

to see the positive definiteness:

A11 =
[
y1 y2

] [ 3
√
19/2√

19/2 2

] [
y1

y2

]
,
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where [
3

√
19/2√

19/2 2

]
is a positive definite matrix,

detAij(t, 0) = detAij(0, t) =
5

4
t4

and

detAij(y
1, y2) = (y2)4

(
5

4

(
y1

y2

)4

+
√
19

(
y1

y2

)3

+
13

2

(
y1

y2

)2

+
√
19

(
y1

y2

)
+

5

4

)
> 0

because
5

4
t4 +

√
19t3 +

13

2
t2 +

√
19t+

5

4

is an irreducible palindromic polynomial (see subsection 3.4).

In what follows we are going to apply the method of palindromic polynomials (see Examples 3.4 and 3.5) in
general.

3.4. The definiteness polynomial

As (3.5) implies the positive definiteness of Aij along the coordinate axes, it is enough to investigate the case
of y1y2 ̸= 0. After dividing (3.4) by 3y21y

2
2 , detAij > 0 is equivalent to

(8ln− 3m2)

[(
y1
y2

)2

+

(
y2
y1

)2
]
+ (24lm− 4mn)

[
y1
y2

+
y2
y1

]
+ 48l2 + 6m2 − 4n2 > 0.

Introducing the reciprocal sum z :=
y1
y2

+
y2
y1

as a new variable, it follows that |z| ≥ 2 and we can introduce the

(local) definiteness polynomial

P (z) = (8ln− 3m2)
(
z2 − 2

)
+ (24lm− 4mn)z + 48l2 + 6m2 − 4n2,

P (z) = (8ln− 3m2)z2 + (24lm− 4mn)z + 48l2 + 12m2 − 4n2 − 16ln (3.9)

of the metric. In terms of the definiteness polynomial, Lemma 3.1 can be reformulated as follows.

Lemma 3.2. Aij is positive definite if and only if

• (3.5) holds and
• P (z) > 0 for all values where |z| ≥ 2, i.e. P is irreducible over the reals (irreducible case) or P is reducible having

roots in the open interval ]−2, 2[ (reducible case).

In what follows, we suppose that necessary conditions (3.6) and (3.7) hold. So does (3.8). Especially, 0 < l
and |m| < 4l (we will see that these are as tight as possible, and the additional conditions are given for the
coefficient n). At first let us investigate the discriminant

∆ : = (24lm− 4mn)2 − 4
(
8ln− 3m2

) (
48l2 + 12m2 − 4n2 − 16ln

)
(3.10)

= 16
(
9m2 − 12ln− 2n2

) (
8l2 − 4ln+m2

)
=: 16∆1 ∆2

of the definiteness polynomial.

Lemma 3.3 (The factors of the discriminant). Necessary conditions (3.6) and (3.7) imply that

∆1 = 9m2 − 12ln− 2n2 < 8l2 − 4ln+m2 = ∆2. (3.11)

Furthermore, sign conditions for ∆1 and ∆2 can be formulated in terms of lower or upper bounds for the coefficient n in
the following way:

∆1 = 9m2 − 12ln− 2n2 ≶ 0 ⇐⇒ 3

2

√
4l2 + 2m2 − 3l ≶ n (3.12)

∆2 = 8l2 − 4ln+m2 ≶ 0 ⇐⇒ 8l2 +m2

4l
≶ n. (3.13)
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Proof. (3.11) is equivalent to the necessary condition 2 |m| < 2l + n through

9m2 − 12ln− 2n2 < 8l2 − 4ln+m2

−8l2 − 8ln− 2n2 < −8m2

4l2 + 4ln+ n2 > 4m2

2l + n > 2 |m| .

(3.12) and (3.13) are obtained by equivalent rearrangements such as

∆1 = 9m2 − 12ln− 2n2 = 9m2 − 2(3l + n)2 + 18l2 ≶ 0,

where 3l + n > 0. The second one (3.13) is straightforward because of l > 0.

We have already encountered quite a few bounds for the coefficient n; let’s see how they compare to each
other.

Lemma 3.4 (The magnitude of bounds). Necessary conditions (3.6) and (3.7) imply that

0 ≤ 3m2

8l
≤ 3

2

√
4l2 + 2m2 − 3l <

8l2 +m2

4l
< 6l. (3.14)

Proof. All the inequalities are consequences of the necessary condition |m| < 4l as follows.

(a)
3m2

8l
≤ 3

2

√
4l2 + 2m2 − 3l

/
· 8
3
l > 0

m2 ≤ 4l
√

4l2 + 2m2 − 8l2

8l2 +m2 ≤ 4l
√

4l2 + 2m2

64l2 + 16l2m2 +m4 ≤ 64l4 + 32l2m2

0 ≤ 16l2m2 −m4 = m2(4l +m)(4l −m).

(b)
3

2

√
4l2 + 2m2 − 3l <

8l2 +m2

4l

/
· 4l > 0

6l
√

4l2 + 2m2 − 12l2 < 8l2 +m2

6l
√

4l2 + 2m2 < 20l2 +m2

144l4 + 72l2m2 < 400l4 + 40l2m2 +m4

0 < 256l4 − 32l2m2 +m4 = (4l +m)2(4l −m)2.

(c)
8l2 +m2

4l
< 6l

/
· 4l > 0

8l2 +m2 < 24l2

m2 < 16l2

|m| < 4l.

3.5. The irreducible case

Irreducibility of the definiteness polynomial is equivalent to the discriminant being ∆ = ∆1 ∆2 < 0. By
Lemma 3.3, since ∆1 < ∆2, this is only possible in case of

∆1 = 9m2 − 12ln− 2n2 < 0

∆2 = 8l2 − 4ln+m2 > 0

 ⇐⇒


3

2

√
4l2 + 2m2 − 3l < n

8l2 +m2

4l
> n.

Lemma 3.4 shows that it is indeed a possible case (corresponding to case (b) in the inequality chain). So, we
have the following result.
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Lemma 3.5 (The irreducible case). Necessary conditions (3.6) and (3.7) together with

3

2

√
4l2 + 2m2 − 3l < n <

8l2 +m2

4l
(3.15)

imply that the definiteness polynomial is irreducible over the reals, i.e. Aij is positive definite.

3.6. The reducible case

If P is reducible, it must have its roots inside the open interval ]−2, 2[ for Aij to be positive definite. As (3.5)
implies that P has a positive main coefficient (and thus a monotonically increasing derivative), the condition
on the roots is equivalent to

(a) P (±2) > 0 and
(b) the slopes of P flipping sign between ±2, i.e. P ′(−2) < 0 < P ′(2).

Since P (±2) = detAij(1,±1) = 12(6l − n)(2l ± 2m+ n), (a) is implied by the necessary conditions (3.6) and
(3.7). Using condition |m| < 4l again,

P ′(−2) = 2(8ln− 3m2)(−2) + 24lm− 4mn < 0

−8ln+ 3m2 + 6lm−mn < 0

3m(m+ 2l) < n(8l +m) /÷(8l +m) > 0

3m(m+ 2l)

8l +m
< n

P ′(2) = 2(8ln− 3m2)2 + 24lm− 4mn > 0

8ln− 3m2 + 6lm−mn > 0

n(8l −m) > 3m(m− 2l) /÷(8l −m) > 0

n >
3m(m− 2l)

8l −m

So, the slope conditions are equivalent to lower bounds for the coefficient n. About their magnitude, we can
say the following.

Lemma 3.6 (The magnitude of bounds II). Necessary conditions (3.6) and (3.7) imply that the slope conditions are
equivalent to the following lower bounds for the coefficient n:

if m ≤ 0 :
3m(m− 2l)

8l −m

if m ≥ 0 :
3m(m+ 2l)

8l +m

 < n. (3.16)

Denoting the value of this bound by ⋆, it fits in the inequality chain of Lemma 3.4 as

0 ≤ 3m2

8l
≤ 3

2

√
4l2 + 2m2 − 3l ≤ ⋆ <

8l2 +m2

4l
< 6l. (3.17)

Proof. Comparing the bounds leads to

3m(m− 2l)

8l −m
≶

3m(m+ 2l)

8l +m
/ · (8l −m)(8l +m) > 0

3m(m− 2l)(8l +m) ≶ 3m(m+ 2l)(8l −m)

−m(16l2 −m2) ≶ m(16l2 −m2) /÷(16l2 −m2) > 0

−m ≶ m,

giving the first formula of the Lemma. For the second one, we need to prove two inequalities. Both of them
follow from the necessary condition |m| < 4l. We only consider the case m ≥ 0 (the case m ≤ 0 is analogous).
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(d)
3

2

√
4l2 + 2m2 − 3l ≤ 3m(m+ 2l)

8l +m
= ⋆

/
· 2
3
(8l +m) > 0√

4l2 + 2m2(8l +m) ≤ 2m(m+ 2l) + 2l(8l +m)√
4l2 + 2m2(8l +m) ≤ 16l2 + 6lm+ 2m2

256l4 + 64l3m+ 132l2m2 + 32lm3 + 2m4 ≤ 256l4 + 192l3m+ 100l2m2 + 24lm3 + 4m4

0 ≤ 128l3m− 32l2m2 − 8lm3 + 2m4

0 ≤ 2m(4l +m)(4l −m)2.

(e) ⋆ =
3m(m+ 2l)

8l +m
<

8l2 +m2

4l
/·4l(8l +m) > 0

3m(m+ 2l)4l < (8l2 +m2)(8l +m)

24l2m+ 12lm2 < 64l3 + 8l2m+ 8lm2 +m3

0 < 64l3 − 16l2m− 4lm2 +m3

0 < (4l +m)(4l −m)2

Now let’s discuss the conditions of the reducibility of P , i.e. the discriminant being ∆ = ∆1 ∆2 ≥ 0. Using
Lemma 3.3, this can happen if 0 ≤ ∆1 < ∆2 or ∆1 < ∆2 ≤ 0.

• In the first case, by Lemma 3.3 we have

∆1 = 9m2 − 12ln− 2n2 ≥ 0 ⇐⇒ 3

2

√
4l2 + 2m2 − 3l ≥ n

∆2 = 8l2 − 4ln+m2 > 0 ⇐⇒ 8l2 +m2

4l
> n.

Combining the first one (which is sharper) with ⋆, we get

⋆ < n ≤ 3

2

√
4l2 + 2m2 − 3l,

which contradicts the inequality chain from (3.17). Therefore this case can never happen.
• In the second case, by Lemma 3.3 we have

∆1 = 9m2 − 12ln− 2n2 < 0 ⇐⇒ 3

2

√
4l2 + 2m2 − 3l < n

∆2 = 8l2 − 4ln+m2 ≤ 0 ⇐⇒ 8l2 +m2

4l
≤ n.

Combining them with ⋆ (and the upper bound n < 6l), the bounds are

8l2 +m2

4l
≤ n < 6l.

Thus we have proved the following.

Lemma 3.7 (The reducible case). Necessary conditions (3.6) and (3.7) together with

8l2 +m2

4l
≤ n < 6l (3.18)

imply that the definiteness polynomial is reducible over the reals with roots inside the open interval ]−2, 2[, i.e. Aij is
positive definite.
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3.7. Equivalent characterization of positive definiteness

Combining (and strengthening) the results of Lemmas 3.2, 3.5 and 3.7, the main theorem of this section is the
following.

Theorem 3.1 (Positive definiteness of locally symmetric fourth root metrics). The fourth root F of a smooth,
pointwise polynomial function

A(x, y) = l(x)
[
y41 + y42

]
+m(x)

[
y31y2 + y1y

3
2

]
+ n(x)y21y

2
2

is a (positive definite) Finsler metric if and only if

3

2

√
4l2 + 2m2 − 3l < n < 6l. (3.19)

Proof. By Lemma 1.1 and Lemma 1.2, F is a (positive definite) Finsler metric if and only if the Hessian Aij is
positive definite at all nonzero elements v ∈ π−1(U) ⊆ TM . By Lemma 3.2, Lemma 3.5 and 3.7, this is equivalent
to the necessary conditions (3.6) and (3.7) together with (3.19). We are going to show that (3.19) implies all of
the necessary conditions.
n < 6l is contained explicitly in (3.19). Adding 3l to the inequality chain

0 ≤ 3

2

√
4l2 + 2m2 < n+ 3l < 9l,

implying l > 0 and n+ 3l > 0. Therefore the lower inequality of (3.19) is equivalent to ∆1 < 0 as we have seen
in the proof of (3.12) (see Lemma 3.3) under l > 0 and n+ 3l > 0. Using n < 6l, we get

∆1 = 9m2 − 12ln− 2n2 < 0

9m2 < 12ln+ 2n2 = 2n(6l + n) < 2n(6l + 6l) = 24ln

3m2 < 8ln.

Rearranging ∆1 < 0 it follows that

m2 <
1

9

(
12ln+ 2n2

)
. (3.20)

From the upper part of (3.19),

n < 6l

0 < (6l − n)2 = 36l2 − 12ln+ n2

48ln+ 8n2 < 36l2 + 36ln+ 9n2

4(12ln+ 2n2) < 9(2l + n)2

1

9

(
12ln+ 2n2

)
<

1

4
(2l + n)2 (3.21)

Combining (3.20) and (3.21) yields

m2 <
1

4
(2l + n)2 ⇐⇒ 2 |m| < 2l + n

which completes the list of necessary conditions we have used throughout our investigations.

3.8. Constructing examples

From our results, it is straightforward how to construct a locally symmetric fourth root metric (locally):
choose the coefficients l,m, n of A = F 4 in (3.2) such that they satisfy

3

2

√
4l2 + 2m2 − 3l < n < 6l.

The following table contains the possible intervals for the values of n after choosing l and m as some small
integers:
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|m|
l

1 2 3 4

0 ]0, 6[ ]0, 12[ ]0, 18[ ]0, 24[

1 ]0.67, 6[ ]0.36, 12[ ]0.25, 18[ ]0.19, 24[

2 ]2.20, 6[ ]1.35, 12[ ]0.95, 18[ ]0.73, 24[

3 ]4.04, 6[ ]2.75, 12[ ]2.02, 18[ ]1.58, 24[

4 ]4.39, 12[ ]3.37, 18[ ]2.70, 24[

5 ]6.19, 12[ ]4.91, 18[ ]4.02, 24[

6 ]8.07, 12[ ]6.59, 18[ ]5.49, 24[

7 ]10.02, 12[ ]8.36, 18[ ]7.09, 24[

8 ]10.21, 18[ ]8.78, 24[

9 ]12.11, 18[ ]10.55, 24[

10 ]14.04, 18[ ]12.37, 24[

11 ]16.01, 18[ ]14.24, 24[

The lengths of these intervals shrink to zero as m is chosen to be as large as possible, i.e. m ↗ 4l. We also know
by Lemma 3.5 that the reducibility of the definiteness polynomial P corresponds to the place of n in the chain

0 ≤ 3

2

√
4l2 + 2m2 − 3l < nirred <

8l2 +m2

4l
≤ nred < 6l, (3.22)

the case nirred meaning P is irreducible, and nred that P is reducible. Note that, if l and m are given, the
probability of a randomly chosen Finsler metric (value of n) yielding the reducible case depends only on the
ratio of m and l because

6l − 8l2 +m2

4l

6l −
(
3

2

√
4l2 + 2m2 − 3l

) =

2

3

24l2 − 8l2 −m2

4l
4l −

√
4l2 + 2m2 + 2l

=
1

6l

16l2 −m2

6l −
√
4l2 + 2m2

6l +
√
4l2 + 2m2

6l +
√
4l2 + 2m2

=
1

6l

16l2 −m2

32l2 − 2m2

(
6l +

√
4l2 + 2m2

)
=

1

2
+

1

12

√
4 + 2

(m
l

)2
.

Keeping the value of m fixed and increasing the value of l → ∞, this probability tends to 2/3, i.e. for large
values, the reducible case is about twice as likely. The critical value

n =
8l2 +m2

4l

corresponds the Riemannian case because A(x, y) = F 4(x, y) is the square of a quadratic polynomial:

A(x, y) = l(x)

(
y21 + y22 +

m(x)

2l(x)
y1y2

)2

.

So far, we mainly looked at examples where the coefficients were constants (basically, we worked at one
tangent space at a fixed point p ∈ M of the base manifold). In general, they can depend on the position
coordinates. To extend the metrics we used a theoretical continuity argument but we are going to give an
explicit example for a locally symmetric polynomial metric with non-constant coefficients as well.

Example 3.6. Let’s set l(x) = cos(x1x2) + 2, m(x) =
√
2 sin(x1x2) and n(x) = cos(x1x2) + 4. It is a direct calculation

to verify that we have a (positive definite) Finsler metric because

3

2

√
4l2 + 2m2 − 3l < 1 < 3 ≤ n ≤ 5 < 6 ≤ 6l.
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Figure 1. Example 3.6: the graph of the coefficient function n (bold curve) with the lower and upper bounds 3
2

√
4l2 + 2m2 − 3l and 6l, respectively (dotted

curves), and the critical values 8l2+m2

4l (dashed curve) as functions of z := x1x2. The reducibility of the definiteness polynomial changes each time n crosses the
dashed curve.

Only the first inequality requires some work, but it can be proved indirectly (writing z := x1x2) by

3

2

√
4(cos(z) + 2)2 + 2(

√
2 sin(z))2 − 3(cos(z) + 2) > 1

3
√

5 + 4 cos(z) > 7 + 3 cos(z)

45 + 36 cos(z) > 49 + 42 cos(z) + 9 cos2(z)

0 > 4 + 6 cos(z) + 9 cos(z)2 = (1 + 3 cos(z))2 + 3,

which is a contradiction. It can also be checked (by a computing program, for example) that the reducibility of the
definiteness polynomial can change from point to point.

4. Computations in 3D

If the base manifold is of dimension 3, then the fourth power of a locally symmetric fourth root metric must
be of the form

P (s1, s2, s3) = F 4(x, y) = A(x, y) = a(x)(y1 + y2 + y3)
4 + b(x)(y1 + y2 + y3)

2(y1y2 + y1y3 + y2y3)+

c(x)(y1y2 + y1y3 + y2y3)
2 + d(x)(y1 + y2 + y3)y1y2y3,

where a(x) = c400(x), b(x) = c210(x), c(x) = c020(x) and d(x) = c101(x). Introducing the functions

l(x) := a(x), m(x) := 4a(x) + b(x), n(x) := 6a(x) + 2b(x) + c(x),

q(x) := 12a(x) + 5b(x) + 2c(x) + d(x),

we have that

A(x, y) = l
(
y41 + y42 + y43

)
+m

(
y31y2 + y31y3 + y32y1 + y32y3 + y33y1 + y33y2

)
+ (4.1)

n
(
y21y

2
2 + y21y

2
3 + y22y

2
3

)
+ q

(
y21y2y3 + y1y

2
2y3 + y1y2y

2
3

)
.
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The partial derivatives of A are

A1(x, y) = 4ly31 +m
(
3y21y2 + 3y21y3 + y32 + y33

)
+

n
(
2y1y

2
2 + 2y1y

2
3

)
+ q

(
2y1y2y3 + y22y3 + y2y

2
3

)
,

A2(x, y) = 4ly32 +m
(
y31 + 3y1y

2
2 + 3y22y3 + y33

)
+

n
(
2y21y2 + 2y2y

2
3

)
+ q

(
y21y3 + 2y1y2y3 + y1y

2
3

)
,

A3(x, y) = 4ly33 +m
(
y31 + 3y1y

2
3 + y32 + 3y2y

2
3

)
+

n
(
2y21y3 + 2y22y3

)
+ q

(
y21y2 + y1y

2
2 + 2y1y2y3

)
,

A11(x, y) = 12ly21 +m (6y1y2 + 6y1y3) + n
(
2y22 + 2y23

)
+ 2qy2y3,

A12(x, y) = A21(x, y) = m
(
3y21 + 3y22

)
+ 4ny1y2 + q

(
2y1y3 + 2y2y3 + y23

)
,

A13(x, y) = A31(x, y) = m
(
3y21 + 3y23

)
+ 4ny1y3 + q

(
2y1y2 + y22 + 2y2y3

)
,

A22(x, y) = 12ly22 +m (6y1y2 + 6y2y3) + n
(
2y21 + 2y23

)
+ 2qy1y3,

A23(x, y) = A32(x, y) = m
(
3y22 + 3y23

)
+ 4ny2y3 + q

(
y21 + 2y1y2 + 2y1y3

)
,

A33(x, y) = 12ly23 +m (6y1y3 + 6y2y3) + n
(
2y21 + 2y22

)
+ 2qy1y2.

The Hessian

Aij =

A11 A12 A13

A21 A22 A23

A31 A32 A33


is of the form

A11 =
[
y1 y2 y3

]12l 3m 3m
3m 2n q
3m q 2n

y1y2
y3

 , A12 = A21 =
[
y1 y2 y3

]3m 2n q
2n 3m q
q q q

y1y2
y3

 ,

A22 =
[
y1 y2 y3

]2n 3m q
3m 12l 3m
q 3m 2n

y1y2
y3

 , A13 = A31 =
[
y1 y2 y3

]3m q 2n
q q q
2n q 3m

y1y2
y3

 ,

A33 =
[
y1 y2 y3

]2n q 3m
q 2n 3m
3m 3m 12l

y1y2
y3

 , A23 = A32 =
[
y1 y2 y3

]q q q
q 3m 2n
q 2n 3m

y1y2
y3

 .

Lemma 4.1. Aij is positive definite if and only if for all nonzero elements v ∈ π−1(U) ⊆ TM ,

A11 > 0, A11A22 −A2
12 > 0 and detAij > 0.

Though the setting is exactly the same as in 2D, the computations are incomparably more difficult. Using
MAPLE, we get that

A11A22 −A2
12 =

(
24ln− 9m2

)
y41 +(72lm− 12mn) y31y2+(24lq+12mn− 12mq) y31y3+

(
144l2+18m2− 12n2

)
y21y

2
2

+
(
72lm+ 36m2 − 12nq

)
y21y2y3 +

(
24ln+ 6mq + 4n2 − 4q2

)
y21y

2
3 + (72lm− 12mn) y1y

3
2

+
(
72lm+ 36m2 − 12nq

)
y1y

2
2y3 +

(
36m2 + 24mn− 8nq − 4q2

)
y1y2y

2
3

+
(
12mn+ 4nq − 4q2

)
y1y

3
3 +

(
24ln− 9m2

)
y42 + (24lq + 12mn− 12mq) y32y3

+
(
24ln+ 6mq + 4n2 − 4q2

)
y22y

2
3 +

(
12mn+ 4nq − 4q2

)
y2y

3
3 +

(
4n2 − q2

)
y43

and

detAij = a
(
y61 + y62 + y63

)
+ b
(
y51y2 + y51y3 + y52y1 + y53y1 + y52y3 + y53y2

)
+ c
(
y41y

2
2 + y41y

2
3 + y42y

2
1 + y43y

2
1 + y42y

2
3 + y43y

2
2

)
+ d

(
y41y2y3 + y1y

4
2y3 + y1y2y

4
3

)
+ e

(
y31y

3
2 + y31y

3
3 + y32y

3
3

)
+ f

(
y31y

2
2y3 + y31y2y

2
3 + y21y

3
2y3 + y21y2y

3
3 + y1y

3
2y

2
3 + y1y

2
2y

3
3

)
+ gy21y

2
2y

2
3 ,
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where

a = 48ln2 − 12lq2 − 36m2n+ 18m2q

b = 144lmn+ 48lnq − 48lq2 − 54m3 + 18m2q − 24mn2 + 6mq2

c = 288l2n− 108lm2 + 72lmq + 48ln2 − 48lq2 + 54m3

+ 18m2n− 54m2q + 12mnq + 6mq2 − 24n3 + 6nq2

d = 432lm2 + 288lmn− 96lnq − 48lq2 − 108m3

− 72m2n+ 96mnq − 24mq2 − 24n2q + 6q3

e = 288l2q + 288lmn− 288lmq + 72m2n+ 36m2q

− 48mn2 − 24mq2 − 24n2q + 24nq2

f = 864l2m+ 432lm2 − 144lmn− 144lnq + 108m3

+ 72m2n− 36m2q + 48mn2 − 96mnq − 24mq2 + 24n2q + 12q3

g = 1728l3 + 648lm2 − 432ln2 + 540m3 − 162m2q − 216mnq + 144n3 + 18q3.

4.1. Necessary conditions

The positive definiteness of the matrix Aij implies some necessary conditions.

Lemma 4.2. The condition A11 > 0 is equivalent to

0 < l and
3m2 − 4ln

2l
< q < 2n. (4.2)

Proof. We can rephrase A11 > 0 in terms of the corner minors as

(∆1) 12l > 0 ⇐⇒ l > 0,
(∆2) 24ln− 9m2 > 0 ⇐⇒ 8ln > 3m2,
(∆3) 48ln2 − 12lq2 − 36m2n+ 18m2q > 0.

Rearranging condition (∆3) gives

8ln2 − 2lq2 − 6m2n+ 3m2q > 0

2l(4n2 − q2)− 3m2(2n− q) > 0

2l(2n− q)(2n+ q) > 3m2(2n− q).

The choice q = 2n leads to a contradiction immediately; so does q > 2n ⇔ 2n− q < 0, because (∆3) and (∆2)
give

2l(2n+ q) < 3m2 < 8ln

2lq < 4ln

q < 2n.

Therefore q < 2n ⇔ 2n− q > 0. After dividing inequality

2l(2n− q)(2n+ q) > 3m2(2n− q)

by 2n− q we have the lower bound of (4.2) for the coefficient q. Conversely, l > 0 is equivalent to (∆1). (4.2)
also implies (∆2) because

3m2 < 2lq + 4ln = 2l(2n+ q) < 2l(2n+ 2n) = 8ln.

Finally, (∆3) can be given in the following way:

2l(2n+ q) > 3m2 /·(2n− q) > 0

2l(2n− q)(2n+ q) > 3m2(2n− q)

2l(4n2 − q2) > 3m2(2n− q)

2l(4n2 − q2)− 3m2(2n− q) > 0

8ln2 − 2lq2 − 6m2n+ 3m2q > 0.
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Lemma 4.3. If Aij is positive definite in 3D, then the coefficients l,m, n must satisfy all the conditions from Theorem
3.1 in 2D.

Proof. A11 > 0 in 3D obviously implies the positiveness of A11 in 2D (see conditions (∆1) and (∆2). Furthermore,
taking condition A11A22 −A2

12 > 0 in 3D and setting y3 = 0 gives

(24ln− 9m2)
(
y41 + y42

)
+ (72lm− 12mn)

(
y31y2 + y1y

3
2

)
+ (144l2 + 18m2 − 12n2)y21y

2
2 > 0.

This is exactly the condition of detAij > 0 in 2D.

To sum up, we currently have the necessary conditions

3

2

√
4l2 + 2m2 − 3l < n < 6l and

3m2 − 4ln

2l
< q < 2n (4.3)

for the positive definiteness of Aij in 3D.

Open problem 1. Find a complete system of conditions for positive definiteness in terms of the coefficients of a locally
symmetric fourth root metric in 3D.

4.2. Computations under a special choice of the coefficients

Example 4.1. Let us choose l = 1,m = 2, n = 3 and q = 4. We are going to check that this yields a positive definite
Hessian Aij . The corner minors are

A11 =
[
y1 y2 y3

]12 6 6
6 6 4
6 4 6

y1y2
y3

 ,

A11A22 −A2
12 = 36y41 + 72y31y2 + 72y31y3 + 108y21y

2
2 + 144y21y2y3 + 92y21y

2
3 + 72y1y

3
2

+ 144y1y
2
2y3 + 128y1y2y

2
3 + 56y1y

3
3 + 36y42 + 72y32y3 + 92y22y

2
3 + 56y2y

3
3 + 20y43

= 4(y21 + y22 + y23 + y1y2 + y1y3 + y2y3)(9y
2
1 + 9y22 + 5y23 + 9y1y2 + 9y1y3 + 9y2y3),

detAij = 96y61+288y51y2+288y51y3+576y41y
2
2+864y41y2y3+576y41y

2
3+672y31y

3
2+1440y31y

2
2y3+1440y31y2y

2
3+672y31y

3
3

+ 576y21y
4
2 + 1440y21y

3
2y3 + 2016y21y

2
2y

2
3 + 1440y21y2y

3
3 + 576y21y

4
3 + 288y1y

5
2 + 864y1y

4
2y3 + 1440y1y

3
2y

2
3

+ 1440y1y
2
2y

3
3 + 864y1y2y

4
3 + 288y1y

5
3 + 96y62 + 288y52y3 + 576y42y

2
3 + 672y32y

3
3 + 576y22y

4
3 + 288y2y

5
3 + 96y63

= 96(y21 + y22 + y23 + y1y2 + y1y3 + y2y3)
3.

A11 is always positive, because the corner minors of the base matrix are 12, 36 and 96, respectively. Conditions

A11A22 −A2
12 > 0 and detAij > 0

are also satisfied (except the origin) because the factors are positive definite quadratic forms. Using a continuity argument
we also have examples with non-constant coefficients by choosing l(x) ≈ 1, m(x) ≈ 2, n(x) ≈ 3 and q(x) ≈ 4.
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