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1. INTRODUCTION  
 

Alzheimer's disease (AD) is a prevalent chronic 
neurodegeneration-related condition affecting the elderly, 
characterized by the gradual decline of cognitive abilities [1]. 
The disease is characterized by symptoms such as memory 
loss, cognitive impairments, and personality changes, and 
seriously affects patients' quality of life. Alzheimer's disease, 
which affects millions of people worldwide, has been one of 
the priority areas of research for the medical and scientific 
community [2,3]. Abnormal accumulation of beta-amyloid 
peptide is a key component of the pathophysiology of AD. 
One of the enzymes enabling this peptide's formation is a 
protease known as human β-secretase 1 (BACE-1) [4]. 
BACE-1 performs one of the cuts on the amyloid precursor 
protein (APP), which is the starting material for the beta-
amyloid peptide. Therefore, BACE-1 inhibitors have garnered 
considerable interest as a promising therapeutic target for 
addressing AD [5-8]. There are various studies in the literature 
regarding the use of BACE1 inhibitors for the Alzheimer's 
disease. Wang et al. studied how β-saron affects the proteins 
expression associated with AD. Findings indicate that β-

Asarone can reduce Aβ accumulation and improve the 
autophagy process by regulating the protein expression of AD. 
This approach can be considered a potential strategy for 
treating AD [9]. Chang et al. devised a sensor to detect β-
Secretase (BACE1), an enzyme pivotal in generating β-
amyloid, a key factor in the onset of AD. The sensor has a 
design containing a ferrocene probe and an aldehyde group, 
thus producing an electrochemical signal by the N terminus 
released when the APP peptide is cleaved by BACE-1. This 
developed sensor can detect BACE1 activity by providing a 
sensitive, low-cost, and easy detection method [10]. 
Kalaimathi et al. revealed that four marine-derived 
compounds derived from cyanobacteria could be considered 
potential BACE1 inhibitors in treating Alzheimer's disease. 

These findings may open a promising avenue for the 

development of new therapeutics [11]. Bhanukiran et. al. 

performed various physicochemical, reactivity, and stability 

assays to evaluate the vaccine derivative VA10, a potential 

BACE1 inhibitor that could be used to treat Alzheimer's 

disease. Their studies revealed that VA10 was effective as a 

BACE1 inhibitor and showed no toxicity in mice. These 
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findings support the evaluation of VA10 as a potential agent 

in the treatment of AD [12]. Nakano et al. discovered that 

smoking increases the risk of AD and that nicotinic 

acetylcholine receptor (nAChR) activation in neurons 

increases the production of amyloid β (Aβ) in their study. 

They found that nAChR activation triggers Aβ production by 

increasing the transcription of the BACE1 gene and increases 

Aβ accumulation [13]. Abraham et. al. used a multiscale 

modeling approach to identify minimal congenital characters 

β-secretase (BACE1) and α-secretase (ADAM10) 

transmembrane regions, which participate significantly in the 

amyloid cascade of AD. Our results showed that membrane 

composition affects the character of the transmembrane 

domains of BACE1 and ADAM10, providing support for 

speculations about the role of membrane domains in the 

etiology of Alzheimer's disease [14]. Vincent et al. 

investigated the potential link between AD and schizophrenia, 

highlighting the shared frontotemporal anomaly and increased 

risk of co-morbid dementia and psychosis. They focused on 

the molecular level, specifically, the metabolism of β-amyloid 

precursor protein and neuregulin 1 by β-site APP cleaving 

enzyme 1, proposing a model to explain the accompanying 

symptoms [15]. Dominko et al. investigated the proteolysis 

and distribution of BACE1 substrates, sex6 and Sex6L, in 

Alzheimer’s disease (AD) using the 5xFAD mouse model. 

they found that while bace1 accumulation in ad brains did not 

affect the proteolysis of sez6 and sez6l, their distribution was 

altered in the peri-plaque regions. this suggests different 

localization and/or function of these substrates compared to 

app and bace1. The study highlights the potential role of aß-

targeted therapies in mitigating the accumulation and 

modified distribution of BACE-1 and its substrates, along 

with APP in AD [16]. 

This study will examine how BACE-1 inhibitors can be 

evaluated and designed as potential drug candidates targeting 

Alzheimer's disease. First, we will describe the biochemical 

and structural properties of BACE-1 and its role in AD 

pathogenesis. Next, we discuss the various approaches used in 

the design and identification of BACE-1 inhibitor candidates. 

Finally, we will summarize current research findings and 

focus on future studies, highlighting the promise of BACE-1 

inhibitors for AD therapy. 

This paper aims to contribute to the development of 
innovative and effective therapeutic strategies for the 
treatment of Alzheimer's disease. Deepening current 
knowledge of the role of BACE-1 inhibitors in drug 
development and promoting progress in this field could be an 
important step in the fight against AD. 

The primary contributions of this paper are as follows: 

• Evaluation of BACE-1 inhibitors for identifying potential 
Alzheimer’s disease treatment drug candidates.  

• Discussion of various approaches used in the design and 
identification of BACE-1. 

• Analysis of various molecular properties used in the 
classification of BACE-1 inhibitors and determination of 
which property has the most significant impact on 
classification. 

• Comparison of the results of classification using machine 
learning methods such as Gradient Boosting Machine 

(GBM), Random Forest (RF), and Support Vector Machine 
(SVM).  

• The aim of the study to contribute to the development of 
innovative therapeutic strategies for Alzheimer's disease 
treatment and to deepen the understanding of the role of 
BACE-1 inhibitors in the drug development process. 

The remainder of the paper is structured as follows: Section 2 

elaborates on the Materials and Methods employed in the 

experiment. Section 3 delineates the experimental results and 

engages in discussion. Finally, section 4 provides concluding 

remarks in the form of the Conclusion. 

 
2. MATERIALS AND METHODS 
 

This paper conducts a study on the evaluation and 

classification of potential drug candidates for the in the 

treatment of AD. The performances of methods such as GBM, 

RF, and SVM are discussed for the design of BACE-1 

inhibitors that can be used in the treatment of this disease. 

Ultimately, the study summarizes current research findings, 

aiming to underscore the potential of BACE-1 inhibitors in 

treatment of AD. The steps of the experimental study to 

achieve this goal will be explained in this section.  

 

2.1. Dataset  
This study utilizes a dataset containing quantitative (IC50) and 

qualitative (binary label) binding results of inhibitors aimed at 

human β-secretase 1 (BACE-1).In addition to molecular 

properties, the data set also includes pIC50 values, which 

indicate the binding strength of inhibitors. The BACE dataset 

was retrieved from the MolecularNet database and contains 

1513 compounds [17]. The dataset was split 80/10/10 to create 

training, validation, and testing subsets. This division is made 

to ensure that the model is evaluated correctly during the 

training, validation and testing phases. Table 1 illustrates a 

sample of the dataset utilized in the study. 

 

2.2. Machine Learning Methods for Classification 
This section will introduce the machine learning (ML) 

methods used to solve the classification problem on the BACE 

dataset. The data set contains the properties of each 

compound, along with a label indicating whether each 

compound is a BACE-1 inhibitor. This is considered a 

classification problem and various ML algorithms can be used 

to solve this problem. In this section, we will explain the basic 

principles and applications of popular classification 

algorithms such as SVM, RF and GBM. We will focus on how 
 

2.2. Machine Learning Methods for Classification 
This section will introduce the machine learning (ML) 

methods used to solve the classification problem on the BACE 

dataset. The data set contains the properties of each 

compound, along with a label indicating whether each 

compound is a BACE-1 inhibitor. This is considered a 

classification problem and various ML algorithms can be used 

to solve this problem. In this section, we will explain the basic 

principles and applications of popular classification 

algorithms such as SVM, RF and GBM. We will focus on how 

each algorithm works, what types of data it performs best 

with, and the metrics used to evaluate classification results. 
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TABLE I 
A SAMPLE OF THE USED DATASET 
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2.2. Machine Learning Methods for Classification 
This section will introduce the machine learning (ML) methods 

used to solve the classification problem on the BACE dataset. 

The data set contains the properties of each compound, along 

with a label indicating whether each compound is a BACE-1 

inhibitor. This is considered a classification problem and 

various ML algorithms can be used to solve this problem. In 

this section, we will explain the basic principles and 

applications of popular classification algorithms such as SVM, 

RF and GBM. We will focus on how each algorithm works, 

what types of data it performs best with, and the metrics used 

to evaluate classification results. We will also cover important 
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topics such as the advantages and disadvantages of each 

algorithm, their application areas, and parameter tuning. 

Finally, we will compare the performance of these algorithms 

on the BACE-1 inhibitor classification problem and analyze the 

results. This will summarize the paper's main findings and 

evaluate the effectiveness of ML methods for BACE-1 

inhibitor detection. 

 

2.2.1 Support Vector Machine (SVM) 
The Support Vector Machine (SVM) is a classification and 

regression machine learning algorithm utilized for solving 
classification and regression tasks [18]. SVM creates a decision 
boundary to classify data points, and this provides the best 
separation of data points (Figure 1). The main purpose of SVM 
is to accurately classify new observations by creating a decision 
boundary between different classes. SVM can solve linear and 
nonlinear classification problems and generally performs well 
with high-dimensional datasets [19]. SVM has various 
important applications in drug discovery and development, 
such as biological activity prediction, drug mechanism of 
action analysis, drug toxicity prediction, and drug resistance 
analysis. Models based on this algorithm can be used for 
important decisions such as classification and prioritization of 
potential drug candidates [20]. Additionally, it has been shown 
that SVM can be used effectively in critical areas such as 
determining the mechanisms of action of drugs on target 
proteins and evaluating the safety profiles of drugs. Finally, 
SVM can also be used as an important tool for predicting the 
treatment response of medically resistant diseases, which can 
help develop personalized medicine approaches and optimize 
treatment strategies [21]. 

Margin

Class 2

Class 1

Support Vectors

 
Figure 1. Support Vector Machine 

 

2.2.2 Random Forest (RF) 
RF: Random Forest (RF) is a popular ensemble learning 

technique employed for classification and regression tasks by 

employing a group of decision trees, known as a forest of trees [22] 

(Figure 2). Each decision tree splits the dataset by building trees 

on randomly selected features. Then, each tree makes a prediction 

and the results are combined to produce the final prediction. RF 

combats overfitting, works effectively with high-dimensional 

datasets and generally provides high accuracy [23]. Random 

Forest (RF) is a potent machine-learning technique extensively 

employed in drug discovery and development. RF has a variety of 

important applications, from predicting the biological activity of a 

given compound to drug discovery and design, drug mechanism of 

action analysis, and drug toxicity prediction. Therefore, RF is a 

valuable tool for researchers in the pharmaceutical industry and 

plays an important role in discovering and evaluating new drug 

candidates [24,25]. 

Dataset

Decision Tree-1 Decision Tree-2 Decision Tree-N

Result-1 Result-2 Result-N

Majority Voting / Averaging

Final Result  
Figure 2. Random Forest 

 
2.2.3 Gradient Boosting Machine (GBM) 
 

Gradient Boosting Machine (GBM) is an ensemble learning 

technique that creates a strong predictor by combining many 

weak predictors (commonly known as decision trees) (Figure 

3). GBM successively adds weak predictors, and each predictor 

focuses on correcting the errors of previous predictors. In this 

way, GBM can adapt to the complexity of the dataset and 

provide high accuracy. GBM also reduces overfitting and 

generally produces competitive performance [26,27]. GBM is 

less known or less used in drug studies than some other 

algorithms.  

 

Train

Test

Errors Errors

Prediction

Train

Test

Train

Test

 
Figure 3. Gradient Boosting Machine 

 

3. RESULTS AND DISCUSSION  
 

This section presents the experimental results of three different 

machine learning methods used for the classification of the 

BACE-1 drug dataset and a discussion of these results. 

Classification results obtained using RF, SVM, and GBM 

methods were examined. The performance of each method was 

evaluated in terms of precision, sensitivity (Recall), and 

accuracy (Accuracy) criteria. Additionally, an in-depth 

discussion of possible factors that may affect the success of 

these methods is presented. This discussion will help us better 

understand the results obtained and their impact on drug 

discovery and development processes. In this study, a 

significant analysis was also performed to determine the most 

important features in classifying BACE-1 drug data. This 

analysis focused on identifying the features that contribute 

most to the classification performance of each machine 

learning method. The results obtained evaluate the contribution 
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of each feature to the classification process and reveal which 

features are more decisive in predicting drug effectiveness.  

 
TABLE II.  

HYPERPARAMETERS FOR ALL THREE METHODS 

RF 

"max_depth": [5, 8, 10], 

"max_features" : [2, 5, 10], 
"n_estimators" : [200, 500, 1000], 

"min_samples_split" : [2, 10, 80] 

SVM 
"C": [0.1, 10, 100, 1000],  

"kernel": ["linear", "rbf", "polynomial"] 

GBM 

"max_depth" : [3, 5, 8], 

"n_estimators" : [50, 100, 200], 

"subsample" : [.5, 1, 3] 

 

Identifying these important properties can help identify priority 

targets and identify more effective drug candidates in drug 

discovery and design processes. Table 2 gives the parameters 

used and the ranges examined for all three models. Table 3 

presents the performance results of all three methods in 

classifying BACE-1 data. As seen in Table 3, the RF method 

shows a very effective performance with high precision and 

high recall for classification. The SVM method also performs 

quite well, with high precision and recall, but slightly lower 

compared to the RF method. The GBM method shows a very 

successful performance with high sensitivity, recall, and 

accuracy for classification, and achieved slightly higher 

accuracy than the other two methods. These results show that 

machine learning methods such as RF, SVM, and GBM are 

effective in BACE drug data classification. Figure 4 shows the 

results of the confusion matrix for three methods. 
 

  
RF SVM 

 

 

GBM  
 

Figure 4. Results of the confusion matrix for three methods 

 
 

TABLE III.  

THE PERFORMANCE RESULTS FOR THREE METHODS 

 Precision (%) Recall (%) Accuracy (%) 

RF 100.00 99.31 99.67 

SVM 95.33 98.62 97.03 

GBM 99.31 99.31 99.34 

 

Figures 5 and 6 give the most important chemical properties in 
classification for GBM and RF, respectively. These results 
show that it is meaningful to determine the PlC50 feature as the 
most important feature in classifying BACE drug data. Since 
PlC50 is a metric that measures the biological activity of a 
compound, this property is thought to directly reflect drug  
efficacy. Therefore, PlC50 emerged as the most important 
feature, indicating that it is a determining factor in the 
classification of drug candidates. The second important feature 
for RF was identified as Estate, indicating that this feature may 
play a decisive role in evaluating drug effectiveness. Estate is 
a property that represents the electronic properties of a 
compound, and this property can have an impact on the 
biological activity of the compound. For GBM, the second 
important feature is determined as AlogP, a feature that reflects 
the hydrophobicity and lipophilicity of the compound. The 
emergence of AlogP as a significant feature indicates that it 
may influence critical factors such as the cellular penetration of 
the compound and its ability to bind to the target protein. These 
results suggest that different machine learning methods may 
emphasize different features and that different mechanisms 
may be important in determining drug efficacy. Weights 
assigned to features can only be used in the case of linear kernel 
in SVM. This cannot be used in other kernel functions (rbf, 
polynomial). For this reason, feature importance could not be 
calculated for SVM. 
 

 

 

 

 

 

 

 

 

 

Figure 5. GBM feature importance 

 
Figure 6. RF feature importance     

 
4. CONCLUSION  
 
This study thoroughly assessed the effectiveness of Gradient 

Boosting Machine (GBM), Random Forest (RF), and Support 

Vector Machine (SVM) algorithms in identifying potential 

BACE-1 inhibitors for the treatment of Alzheimer's disease. 

Through the analysis of precision, recall,  and accuracy metrics, 

we observed that RF exhibited the highest classification 
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efficacy among the three methods, followed closely by GBM 

and SVM. Feature importance analysis revealed pIC50 as the 

most influential attribute across all methods, underscoring its 

significance in classifying BACE-1 inhibitors. . Moreover, RF 

prioritized Estate as the second most important feature, while 

AlogP emerged as GBM's secondary significant attribute. 

These findings contribute to our understanding of machine 

learning methods' utility in drug discovery and emphasize the 

importance of diverse molecular descriptors in identifying 

potential therapeutics for Alzheimer's disease. Future studies 

are planned to explore additional machine learning algorithms 

and feature selection strategies to increase the effectiveness of 

drug discovery efforts targeting Alzheimer's disease. 
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