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ABSTRACT 
 

This work has been presented at the ”International Conference on Mathematics and Engineering, 10-12 May, 2017, Istanbul, 

Turkey”. In this paper we introduce a stability and Hopf bifurcation analysis of a reaction diffusion system which models the 

interaction between endothelial cells and the inhibitor. Then, we investigate the stability of the positive equilibrium solutions 

under some conditions. We also show the existence of a Hopf bifurcation and provide some figures to show that the 

equilibrium solutions are indeed asymptotically stable. 
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1. INTRODUCTION 

 

Angiogenesis is the physiological process through which new blood vessels form from pre-existing 

vessels. It is a normal and vital process in growth and development, as well as in wound healing and in 

the formation of granulation tissue. However, it is also a fundamental step in the transition of tumors 

from a benign state to a malignant one, leading to the use of angiogenesis inhibitors in the treatment of 

cancer. The essential role of angiogenesis in tumor growth was first proposed in 1971 by Judah 

Folkman, who described tumors as ”hot and bloody”. The whole mathematical model is studied in [8, 

9]. Here we just study the submodel of our model which consists of endothelial cell and angiostatin (as 

inhibitor) equations only. 

 

Therefore we consider the following initial - boundary value problem:  

𝜕𝑁

𝜕𝑡
= 𝐷𝑁𝛻2𝑁 + 𝑄(𝜅) {𝑁 [𝜃(1 − 𝑁) + 𝐺(𝐶𝐴)

𝜕𝐶𝐴

𝜕𝑡
] 𝐻(𝐶𝐴 − 𝐶𝐴,0) − 𝜇𝑁} ,                                 (1.1) 

𝜕𝐴

𝜕𝑡
= 𝐷𝐴𝛻2𝐴 −

𝜆𝐴𝑁

1+𝜈𝐴
+ 𝑎0𝐻(𝐹min − 𝐹), (𝑥, 𝑦) ∈ 𝛺, 𝑡 > 0,                                                        (1.2) 

      
𝜕𝑁

𝜕𝑛
=

𝜕𝐴

𝜕𝑛
= 0, (𝑥, 𝑦) ∈ 𝜕𝛺 ,                                                                                                            (1.3) 

     𝑁(𝑥, 𝑦, 0) = 𝑁0(𝑥, 𝑦),         𝐴(𝑥, 𝑦, 0) = 𝐴0(𝑥, 𝑦),          (𝑥, 𝑦) ∈ Ω                                               (1.4) 

where Ω = (0, 𝑙1) × (0, 𝑙2), 𝑁 = 𝑁(𝑥, 𝑦, 𝑡) is the endothelial cell density, 𝐴 = 𝐴(𝑥, 𝑦, 𝑡) is the 

angiostatin density, and 𝐶𝐴 = 𝐶𝐴(𝑥, 𝑦, 𝑡) is the active enzyme density, 𝐺 is the growth fuction, 𝐻 is the 

Heavyside fuction, 𝑛 is the outer normal to 𝜕Ω, 𝐷𝑁 and 𝐷𝐴 are diffusion coefficients of endothelial cell 

and angiostatin, respectively, 𝑄 = 𝑄(𝜅) is a function of the curvature 𝜅 such that 𝑄(0) = 0, 𝑄′(𝑥) ≥
0. Also, 𝐶𝐴,0 and 𝐹𝑚𝑖𝑛 are some threshold values for active enzyme, 𝐶𝐴, and fibronectin, 𝐹 , 

respectively,[8, 9], 𝜃, 𝜇, 𝜆, 𝜈,  and 𝑎0 are some positive constants, 𝑙1 and 𝑙2 are the capillary-tumor 

distance and the length of the capillary, respectively, and 𝑇 is some reference time for tumor 

progression. 
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If we set 

 

𝑥∗ =
𝑥

𝑙1
, 𝑦∗ =

𝑦

𝑙2
, 𝑡∗ =

𝑡

𝑇
 , 𝐷𝑁

∗ =
𝐷𝑁𝑇

𝑙1
2 , 𝐷𝐴

∗ =
𝐷𝐴𝑇

𝑙1
2 , 𝑁∗ =

𝑁

𝑁0
 , 𝐴∗ =

𝐴

𝐴0
 , 𝜆∗ = 𝜆𝑇𝑁0, 𝜈∗ = 𝜈𝐴0,   

  𝐶𝐴
∗ =

𝐶𝐴

𝐶𝐴,0
, 𝐹∗ =

𝐹

𝐹𝑚𝑖𝑛
 

the dimensionless system becomes, on dropping the asterisks for algebraic convenience, 

 
𝜕𝑁

𝜕𝑡
= 𝐷𝑁𝛻2𝑁 + 𝑄(𝜅) {𝑁 [𝜃(1 − 𝑁) + 𝐺(𝐶𝐴)

𝜕𝐶𝐴

𝜕𝑡
] 𝐻(𝐶𝐴 − 1) − 𝜇𝑁} ,                                     (1.5) 

𝜕𝐴

𝜕𝑡
= 𝐷𝐴𝛻2𝐴 −

𝜆𝐴𝑁

1+𝜈𝐴
+ 𝑎0𝐻(1 − 𝐹), (𝑥, 𝑦) ∈ 𝛺, 𝑡 > 0,                                                              (1.6) 

𝜕𝑁

𝜕𝑛
=

𝜕𝐴

𝜕𝑛
= 0, (𝑥, 𝑦) ∈ 𝜕𝛺,                                                                                                           (1.7) 

𝑁(𝑥, 𝑦, 0) = 𝑁0(𝑥, 𝑦),         𝐴(𝑥, 𝑦, 0) = 𝐴0(𝑥, 𝑦),          (𝑥, 𝑦) ∈ Ω.                                             (1.8) 

 

In [1] the authors analyze the stability of the positive equilibrium, Turing instability, and the existence 

of Hopf and steady-state bifurcations for a predator-prey model with homogeneous Neumann 

boundary conditions. In [2] the Gierer-Meinhardt model without the saturating term is considered. By 

the linear stability analysis, the authors not only give out the conditions ensuring the stability and 

Turing instability of the positive equilibrium but also find the parameter values where possible. They 

observe that Turing-Hopf and spatial resonance bifurcation can occur. Similarly, in [4,6] the authors 

consider the Turing-Hopf bifurcation arising from the reaction-diffusion equations, and in [3,5] the 

authors derive a necessary and sufficient condition for Turing instabilities to occur in two-component 

systems of reaction-diffusion equations with Neumann boundary conditions. In [7] the authors study 

the stability analysis of the steady-state solution of a mathematical model in tumor angiogenesis 

whereas in [10] Hopf bifurcation of a ratio - dependent predator-prey model involving two discrete 

maturation time delays is considered. 

 

In the following section we obtain the existence of the positive equilibrium, the stability and Hopf 

bifurcation of the system (1.5)-(1.8). 

 

2. STABILITY AND HOPF BIFURCATION 
 

We take 𝑄(𝜅) ≡ 1, 𝐶𝐴 > 1, 𝐹 < 1, 𝐺(𝐶𝐴)
𝜕𝐶𝐴

𝜕𝑡
=

1

𝐴
  for biological convenience, thus the system (1.5)-

(1.8) becomes as follows: 

 
𝜕𝑁

𝜕𝑡
= 𝐷𝑁𝛻2𝑁 + 𝑁 [𝜃(1 − 𝑁) +

1

𝐴
] − 𝜇𝑁,   (𝑥, 𝑦) ∈ Ω, 𝑡 > 0                                                     (2.1) 

𝜕𝐴

𝜕𝑡
= 𝐷𝐴∇2𝐴 −

𝜆𝐴𝑁

1+𝜈𝐴
+ 𝑎0 ,     (𝑥, 𝑦) ∈ Ω, 𝑡 > 0                                                                          (2.2) 

𝜕𝑁

𝜕𝑛
=

𝜕𝐴

𝜕𝑛
= 0, (𝑥, 𝑦) ∈ 𝜕𝛺,                                                                                                             (2.3) 

𝑁(𝑥, 𝑦, 0) = 𝑁0(𝑥, 𝑦),         𝐴(𝑥, 𝑦, 0) = 𝐴0(𝑥, 𝑦),          (𝑥, 𝑦) ∈ Ω.                                                  (2.4) 

 

We solve the following equations to find the equilibrium solutions of system (2.1)-(2.2): 
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𝑓(𝑁, 𝐴) = 𝑁𝜃(1 − 𝑁) +
𝑁

𝐴
− 𝜇𝑁 = 0,                                                                                       (2.5) 

𝑔(𝑁, 𝐴) = −
𝜆𝐴𝑁

1+𝜈𝐴
+ 𝑎0 = 0,                                                                                                        (2.6) 

which is 

 

(𝑁0, 𝐴0) = (
𝑎0(𝜃−𝜇−𝜈)

𝑎0𝜃−𝜆
,

𝑎0𝜃−𝜆

𝜆(𝜃−𝜇)−𝑎0𝜈𝜃
).                                                                                                (2.7) 

Here we assume  
𝑎0(𝜃−𝜇−𝜈)

𝑎0𝜃−𝜆
> 0,   

𝑎0𝜃−𝜆

𝜆(𝜃−𝜇)−𝑎0𝜈𝜃
> 0,   for biological  purposes. 

We obtain the following linear operator 𝑀of the system (2.1)-(2.4) at  this (𝑁0, 𝑀0) 

 

𝑀 = (
𝐷𝑁 (

𝜕2

𝜕𝑥2 +
𝜕2

𝜕𝑦2) +
𝜕𝑓

𝜕𝑁
(𝑁0, 𝐴0)

𝜕𝑓

𝜕𝐴
(𝑁0, 𝐴0)

𝜕𝑔

𝜕𝑁
(𝑁0, 𝐴0) 𝐷𝐴 (

𝜕2

𝜕𝑥2 +
𝜕2

𝜕𝑦2) +
𝜕𝑔

𝜕𝐴
(𝑁0, 𝐴0)

).                                          (2.8) 

 

It is well known that the boundary value problem 

 

∅′′ = 𝜇∅,      (𝑥, 𝑦) ∈ Ω,   
∅𝑥(0, 𝑦, 𝑡) = ∅𝑦(𝑥, 0, 𝑡) = ∅𝑥(1, 𝑦, 𝑡) = ∅𝑦(𝑥, 1, 𝑡) = 0,                                                                (2.9) 

 
has eigenvalues 𝜇𝑛𝑚 = (𝑛2 + 𝑚2)𝜋2, (𝑛, 𝑚 = 1,2, … ),  with corresponding eigenfunc-tions  

∅𝑛𝑚 = (cos 𝑛𝜋𝑥) (cos 𝑚𝜋𝑦). Thus, 

 

𝑀𝑛,𝑚 = 𝑀|∅𝑛,𝑚
= (

−𝐷𝑁(𝑛2 + 𝑚2) + 𝑓𝑁 𝑓𝐴

𝑔𝑁 −𝐷𝐴(𝑛2 + 𝑚2) + 𝑔𝐴
),                                           (2.10) 

where 

𝑓𝑁 =
𝜕𝑓

𝜕𝑁
(𝑁0, 𝐴0) =

𝑎0𝜃(−𝜃 + 𝜇 + 𝜈)

𝑎0𝜃 − 𝜆
< 0,  

𝑓𝐴 =
𝜕𝑓

𝜕𝐴
(𝑁0, 𝐴0) = −

𝑎0(𝜃 − 𝜇 − 𝜈)(𝜆(𝜃 − 𝜇) − 𝑎0𝜈𝜃)2

(𝑎0𝜃 − 𝜆)3
< 0, 

and 

𝑔𝑁 =
𝜕𝑔

𝜕𝑁
(𝑁0, 𝐴0) = −

𝑎0𝜃 − 𝜆

𝜃 − 𝜇 − 𝜈
< 0, 

𝑔𝐴 =
𝜕𝑔

𝜕𝐴
(𝑁0, 𝐴0) = −

𝑎0(𝜆(𝜃 − 𝜇) − 𝑎0𝜈𝜃)2

𝜆(𝑎0𝜃 − 𝜆)(𝜃 − 𝜇 − 𝜈)
< 0. 

The characteristic equation of 𝑀𝑛,𝑚 is then given by 

𝜆2 − 𝜆 𝑇𝑛𝑚 + 𝐷𝑛𝑚 = 0,    𝑛, 𝑚 = 1,2, …,                                                                             (2.11) 

where 

 

𝑇𝑛𝑚 ≔ 𝑡𝑟𝑎𝑐𝑒(𝑀𝑛,𝑚) = −𝐷𝑁(𝑛2 + 𝑚2) − 𝐷𝐴(𝑛2 + 𝑚2) + 𝑓𝑁 + 𝑔𝐴 < 0 
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and 

 

𝐷𝑛𝑚 ≔ 𝑑𝑒𝑡(𝑀𝑛,𝑚) = 𝐷𝑁𝐷𝐴(𝑛2 + 𝑚2)2 − (𝐷𝐴𝑓𝑁 + 𝐷𝑁𝑔𝐴)(𝑛2 + 𝑚2) + 𝑓𝑁𝑔𝐴 − 𝑔𝑁𝑓𝐴. 
 

We set 𝐻 ≔ 𝑛2 + 𝑚2, then 𝐷𝑛𝑚 can be written as 

 

𝐷𝑛𝑚 ≔ 𝑓(𝐻) = 𝐷𝑁𝐷𝐴𝐻2 − (𝐷𝐴𝑓𝑁 + 𝐷𝑁𝑔𝐴)𝐻 + 𝑓𝑁𝑔𝐴 − 𝑔𝑁𝑓𝐴 . 
 

Then the discriminant of 𝑓(𝐻) = 0 is 

 

∆𝐻= (𝐷𝐴𝑓𝑁 − 𝐷𝑁𝑔𝐴)2 + 4𝐷𝑁𝐷𝐴𝑔𝑁𝑓𝐴. 
 

Lemma 2.1:  𝑓(𝐻) = 0 has two roots 𝐻1  and  𝐻2 ,  where  

 

1
2

A N N A H

N A

D f D f
H

D D

  
    and  

2
2

A N N A H

N A

D f D f
H

D D

  
  . 

 

Theorem 2.1: If 𝜃 >
𝜆

𝑎0
,  the equilibrium point (𝑁0, 𝐴0) is locally asymptotically stable. 

 

Proof: Since 𝜃 >
𝜆

𝑎0
,    we have 𝐷𝑛𝑚 > 0,  for any 𝑛, 𝑚 = 1,2, …  . 

 

Noting that 𝑓𝑁 < 0  and 𝑔𝐴 < 0, we obtain 𝑇𝑛𝑚 < 0 for any 𝑛, 𝑚 = 1,2, …  . Thus, all eigenvalues of 

𝑀𝑛,𝑚 have negative real parts. That is, the equilibrium point (𝑁0, 𝐴0) is locally asymptotically stable. 

This completes the proof. 

 

Theorem 2.2: When  𝜃 <
𝜆

𝑎0
,   the equilibrium point (𝑁0, 𝐴0) is unstable, if for all 𝑛, 𝑚 = 1,2, …  the  

condition 𝐻1 < 𝐻 < 𝐻2  holds. 
 

Proof: Following from  𝜃 <
𝜆

𝑎0
  we get 𝑓𝑁𝑔𝐴 − 𝑔𝑁𝑓𝐴 < 0  and 𝐷𝑛𝑚 < 0,  since for any 𝑛, 𝑚 = 1,2, …   

the condition 𝐻1 < 𝐻 < 𝐻2  holds. 
 

Corollary 2.1: By the Hopf bifurcation theorem, there is a Hopf bifurcation of  the system (2.1)-(2.4)  

at (𝑁0, 𝐴0) as 𝜃 passes through the critical value 
𝜆

𝑎0
. 

 

3. NUMERICAL EXAMPLES 

 
In the following examples we take 𝑁0(𝑥, 𝑦) = (sin(𝜋𝑥) sin(𝜋𝑦))12,  
 

𝐴0(𝑥, 𝑦) = (2 − sin(𝜋𝑥) sin(𝜋𝑦))4 as the initial condition functions for endothelial cells and 

angiostatin, respectively. Here  0 ≤ 𝑥, 𝑦 ≤ 1. 

Since in both Figure 1 a) and Figure 1 b) the condition 𝜃 >
𝜆

𝑎0
 holds, the more we introduce inhibitor 

to the system the more endothelial cells (tumor cells) drops down in the density. This is a biologically 

expected result which means that the solution obtained at 𝑡 =  10 is stable. 
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Figure 1. 𝜃 = 0.5, 𝜇 = 0.2, 𝜈 = 0.014, 𝜆 = 1, 𝑡 = 10, 𝐷𝑁 = 3.6 × 10−6, 𝐷𝐴 = 6.5 × 10−5, 𝜃 >
𝜆

𝑎0
,  (𝑎): 𝑎0 =

2.1, (𝑏): 𝑎0 = 5. 
 

In Figure 2 a), where endothelial cells density drops down, the condition 𝜃 >
𝜆

𝑎0
 holds.  However, in 

Figure 2 b), where endothelial cells density  increases, the condition does not hold. 

 

 

 

 

 

 

 

 

. 

 

 

 

 

 

 

 

 

 

Figure 2. 𝑎0 = 2.1, 𝜇 = 0.2, 𝜈 = 0.014, 𝜆 = 1, 𝑡 = 10, 𝐷𝑁 = 3.6 × 10−6, 𝐷𝐴 = 6.5 × 10−5,   (𝑎): 𝜃 = 0.5,
(𝑏): 𝜃 = 0.2. 
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Figure 3 and Figure 4 show the phase space diagrams of the system (2.5)-(2.6) in the cases 𝜃 >
𝜆

𝑎0
 and 

<
𝜆

𝑎0
 , respectively. In Figure 3 the solution curves tend to the constant steady-state (𝑁𝟎, 𝐴𝟎)  =

 (12, 0.18), showing that this steady-state is locally asymptotically stable. However, in Figure 4 the 

solution curves get further away from the constant steady-state (𝑁𝟎, 𝐴𝟎)  =  (0.303, 7.67), proving 

that this steady-state is unstable. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Phase space diagrams of (𝑁, 𝐴) with 𝐷𝑁 = 𝐷𝐴 = 0, 𝜃 >
𝜆

𝑎0
 . The solutions tends to the constant steady-

state (𝑁0, 𝐴0) = (12, 0.18). 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Figure 4. Phase space diagrams of (𝑁, 𝐴) with 𝐷𝑁 = 𝐷𝐴 = 0, 𝜃 <
𝜆

𝑎0
 . The solutions get further away from the 

constant steady-state (𝑁0, 𝐴0) = (0.303, 7.67). 
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On the other hand, Figure 5 and Figure 6 represents that endothelial cell density, 𝑁(𝑥, 𝑦) and 

angiostatin density, 𝐴(𝑥, 𝑦), respectively, at some increasing time steps. One can easily figure out that 

in the case 𝜃 >
𝜆

𝑎0
, both 𝑁(𝑥, 𝑦) and 𝐴(𝑥, 𝑦) approach to the constant steady-state (𝑁𝟎, 𝐴𝟎)  =

 (12, 0.18) as time evolves. As a result, we can conclude that there is a a Hopf bifurcation of system 

(2.1)-(2.4) at  (𝑁𝟎, 𝐴𝟎) as 𝜃 passes through the critical value  
0a


. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Graph of (𝑥, 𝑦), 𝐷𝑁  =  𝐷𝐴  =  0, 𝜃 >
𝜆

𝑎𝟎
 , the solution tends to the constant steady-state 𝑁 =  12, (𝑎) 𝑡 =

 20, (𝑏) 𝑡 =  40, (𝑐) 𝑡 =  60, (𝑑) 𝑡 =  80. 
 

 

 

 

 

 

 

 
 

 
 

 

 

 

 

 

 

 

 

Figure 6. Graph of 𝐴(𝑥, 𝑦), 𝐷𝑁 = 𝐷𝐴 = 0, 𝜃 >
𝜆

𝑎0
, the solution tends to the constant steady-state     𝐴 =  0.18,       

(𝑎) 𝑡 =  20, (𝑏) 𝑡 =  40, (𝑐) 𝑡 =  60, (𝑑) 𝑡 =  80. 
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4. CONCLUSION AND RESULTS 

 

In this paper we have introduced a stability and Hopf bifurcation analysis of a reaction diffusion 

system which models the interaction between endothelial cells and the inhibitor. We have also 

investigated the stability of the positive equilibrium solutions under some conditions, and have shown 

the existence of a Hopf bifurcation. Finally we have provided some figures to show that the 

equilibrium solutions of the system are indeed asymptotically stable. 
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