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ABSTRACT: COVID-19 is a serious disease that spreads rapidly and affects the world. Alternative methods based on machine learning are 

recommended to diagnose COVID-19 positive and negative cases cheaper and faster. However, as the data size increases, problems such as 

space requirement or classification time may arise. KNN (K-nearest neighbor), a simple but effective machine learning method, is widely used 

in various fields. However, the effectiveness of the KNN algorithm decreases considerably when the sample size is large and the number of 

features is too large. To solve these problems, it is important to use datasets more effectively and to select meaningful parts of the data. The 

current study proposes an improved neighborhood-based classification method called CURE-NN and compares its performance with standard 

NN and KNN algorithms. The proposed CURE-NN method obtains reduced structural information from the data by applying clustering before 

classification to use the dataset more effectively. The resulting reduced structural information was used as a training set in the classification 

process. The proposed method was applied to the COVID-19 dataset. With this method, while the classification success is preserved as much 

as possible compared to the NN and KNN methods, the data used in the test phase is reduced by up to 96%. Experimental results show that the 

reduced data obtained based on structural information can be used instead of the entire data set. In addition, the method works by using only 

one neighbor, thus eliminating the need for the K parameter compared to the KNN algorithm. 

Keywords: Coronavirus, Covid-19 Diagnosis, K-Nearest Neighbor, Cure Clustering, Classification. 

1. INTRODUCTION 

In December 2019, the city of Wuhan, Hubei Province of China, became the center of an epidemic of pneumonia of 

unknown origin. By January 7, 2020, Chinese scientists had isolated a novel coronavirus (CoV) from patients in Wuhan 

[1]. This new disease has been named coronavirus disease (COVID-19) by WHO, and the virus that causes this disease 

is identified as severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) [2]. Over ten thousand people were 

infected and hundreds died within a month [3]. This epidemic spread very quickly around the world, and on March 11, 

2020, WHO officially declared the epidemic caused by COVID-19 as a Pandemic [4]. As of August 2, 2023, there appear 

to be 768,983,095 confirmed cases of COVID-19, including 6,953,743 deaths reported to WHO globally [5]. SARS-

CoV-2 is transmitted from person to person through close contact and causes COVID-19 [6]. Therefore, early diagnosis 

of the disease is crucial not only for individual patient care related to rapid administration of treatment but also for 

adequate patient isolation from a broader public health perspective. Laboratory confirmations of SARS-CoV-2 were 

performed with a virus-specific reverse transcriptase-polymerase chain reaction (RT-PCR) test, but this test can take up 

to 2 days to complete [7]. In many places, detection of COVID-19 is conducted by RT-PCR tests [8]. Despite its known 

shortcomings, real-time reverse transcriptase-polymerase chain reaction (rRT-PCR) is the current gold standard for 

confirming infection. Some of these shortcomings are; long turnaround times (results are produced in 3-4 hours), lack 

of potential reagents, high false-negative rates of 15-20%, and the need for certified laboratories, expensive equipment, 

and trained personnel [9]. Therefore, there is a need for faster, cheaper, and more accessible alternative methods. 

Accordingly, researchers have used Chest CT scans [7, 10, 11] or Chest X-Ray images [8, 12, 13] on the diagnosis of 

COVID-19. As it is known, machine learning methods are widely used on health data [14-18]. However, some studies 

apply machine learning approaches for COVID-19, which has attracted a lot of attention recently. For example, Arpaci 

et al. [19] developed 6 predictive models based on 14 clinical features using 6 different classifiers, namely BayesNet, 

Logistic, IBk, CR, PART, and J48, for the diagnosis of COVID-19. In another study, Khakharia et al. [3] developed a 

COVID-19 outbreak prediction system for the top 10 high and densely populated countries. On the other hand, with the 

gradual growth of medical and health care data, classification methods for traditional medical health big data have 

problems such as large sample sizes and slow processing [20].  

 

In the literature, various studies have been carried out using the machine learning method to identify COVID-19 positive 

cases. Brinati et al. [9] developed two machine learning classification models to distinguish between SARS-CoV-2 

positive or negative patients using hematochemical values (i.e., white blood cell counts and platelets, CRP, AST, ALT, 

GGT, ALP, LDH plasma levels) from routine blood examinations. Ahamad et al. [21] developed a machine learning 
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methodology to identify the most important and most notable clinical symptoms predicting true COVID-19 positive 

cases. Hamed et al. [22] proposed a new variant of KNN, called KNNV, to classify COVID-19 in IHC datasets. The 

researchers used rough set-theoretic techniques to address both incompleteness and heterogeneity, as well as to find an 

ideal value for K. Sun et al. [23] developed an XGBoost-based classification model by integrating multi-omics data to 

examine subtle changes in gene expression and pathways of COVID-19 patients with different severity levels. The 

researchers suggested that they were able to clearly distinguish patients from different severity groups and accurately 

predict the pathological condition by reaching a high micro-average AUROC and micro-average AUPR of 0.9941 and 

0.9837, respectively. Arpaci et al. [19] developed 6 predictive models based on 14 clinical features using 6 different 

classifiers, namely BayesNet, Logistic, IBk, CR, PART, and J48, for the diagnosis of COVID-19. Zoabi et al. [24] 

proposed a machine learning model that predicts SARS-CoV-2 infection positive in an RT-PCR test by asking eight key 

questions. Viana dos Santos Santana et al. [25] aimed to effectively prioritize symptomatic patients in the testing process 

to aid in the early detection of COVID-19 in Brazil. Raw data from 55,676 Brazilians were preprocessed and chi-square 

testing was conducted to verify the suitability of gender, health professional, fever, sore throat, dyspnea, olfactory 

disorders, cough, coryza, taste disorders, and headache characteristics. After preprocessing, multilayer perceptron, 

gradient boosting machine, decision tree, random forest, extreme gradient boosting, K-nearest neighbors, support vector 

machine, and logistic regression classification algorithms were applied.  

 

Although the K-nearest neighbor (KNN) method, one of the well-known machine learning classification methods, is 

simple, it has proven to be quite efficient and effective for solving various classification problems in real life [26]. 

However, space requirement and classification time problems come to the fore in nearest neighbor-based classifiers. 

That is, in these classifiers, it is necessary to store the entire training set and search to classify a particular sample [27]. 

For the solution to such problems, approaches that detect structural information from the data set based on pre-processes 

such as clustering to benefit from the data more effectively [28-31] draw attention. There is also a lot of data for COVID-

19, and it continues to increase. Therefore, there is a need for approaches that will enable more effective use of huge 

COVID-19 data.  

 

In line with the mentioned developments, in this study, a new classification approach that makes use of the structural 

information of the data set has been investigated to benefit more effectively from the increasing data. CURE clustering 

method, a successful clustering method, was used to extract structural information from the dataset, in other words, to 

reduce data. A classification approach has been developed that uses the reduced samples obtained by the clustering 

process instead of the training set and works with the nearest neighbor approach. The developed approach has been 

applied to COVID-19 data. The main contributions of this study are: First, the contribution of the structural information 

provided by the clustering process to the classification problem has been investigated to use the increasing data more 

effectively. In this line, an advanced neighborhood algorithm including pre-classification clustering has been proposed. 

The proposed approach was applied to a real dataset of the COVID-19 pandemic, which affected the whole world, and 

was compared with standard NN and KNN approaches. Secondly, with the clustering process applied in the proposed 

approach, the most meaningful and reduced structural information is obtained from the data set and this information is 

used in the classification phase instead of the entire training set. In this way, less data is stored and fewer searches are 

made for the testing phase compared to standard nearest neighbor approaches, contributing to the speed of testing phase. 

In addition, the proposed approach uses one neighbor in the label assignment of test samples, thereby eliminating the K 

parameter involved in the K-nearest neighbors method. While increasing the efficiency of the standard KNN approach, 

classification accuracy can be maintained as much as possible. 

 

2. MATERIALS AND METHODS 

2.1. Datasets 

The original COVID-19 dataset provided by Viana dos Sontos Santana et al. [32] includes early-stage symptoms, 

comorbidities, demographics, and descriptions of symptoms of patients tested. Patients were tested using viral or rapid 

testing. Raw data were collected from the public health agency of the city of Campina Grande, State of Paraíba in 

Northeast Brazil. The researchers preprocessed this dataset; selecting only completed tests, marking them as positive or 

negative, applying string matching algorithms to correct some inconsistencies, and removing rows from recurrent and 

asymptomatic patients. They also focused on the most frequent and relevant demographics and reported early-stage 

symptoms to select features. Using the NearMiss algorithm, they balanced the data by taking into account positive and 

negative cases by performing random undersampling. The features included in this dataset are ‘Symptom-Throat Pain’, 



 

Bergen KARABULUT, Guvenc ARSLAN, Halil Murat UNVER 

 

 
 

Scientific Journal of Mehmet Akif Ersoy University, 2024: 7(1) 27 

‘Symptom-Dyspnea’, ‘Symptom-Fever’, ‘Symptom-Cough’, ‘Symptom-Headache’, ‘Symptom-Taste Disorders’, 

‘Symptom-Olfactory Disorders’, ‘Symptom-Gender’, and ‘Are you a health professional?’. 

 

In the current study, the 5th version of the related dataset in Mendeley Data was used. This version includes Rapid and 

PCR datasets and datasets created by combining both. In addition, the unbalanced state of each data set and the balanced 

state according to the class label can be accessed. There are no missing values in the presented datasets. These datasets, 

along with the sample numbers and sample distributions by class, are given in Table 1. 

 

Table 1. Balanced and unbalanced COVID-19 datasets 

Dataset Name Instances Class (#of instances) 

rapid_balanced 1296 0 (648), 1 (648) 

rapid_unbalanced 17242 0 (648), 1 (16594) 

pcr_balanced 1832 0 (916), 1 (916) 

pcr_unbalanced 2779 0 (916), 1 (1863) 

 

As seen in Table 1, unbalanced datasets are imbalanced towards negative cases (1). In the experimental analysis part of 

this study, tests were conducted on both balanced and unbalanced versions of these datasets. 

2.2. Evaluation Criteria 

Accuracy, Precision, Recall, and F1-Score, which are commonly used evaluation criteria, were used to evaluate the 

results. In these metrics, True Positive (TP) and True Negative (TN) indicate the number of correctly classified positive 

and negative samples, and False Positive (FP) and False Negative (FN) indicate the number of incorrectly classified 

negative and positive samples, respectively. Accuracy provides an overall measure of how accurately the model makes 

predictions across the entire dataset. The purpose of Precision is to evaluate TP entities in relation to FP entities, whereas 

the purpose of Recall is to evaluate TP entities in relation to FN entities. The F1score represents the harmonic mean of 

precision and recall. The formulations of these metrics are given in Equation (1)-(4) [38]. In addition to these criteria, 

the number of samples used in the training set by the methods and the test time of each method was evaluated. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝐴𝑐𝑐) = (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁)                (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃)                (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁)                (3) 

𝐹1𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +𝑅𝑒𝑐𝑎𝑙𝑙
                (4) 

2.3. CURE Clustering Algorithm 

CURE algorithm is a hierarchical agglomerative clustering method introduced by Guha et al. [33]. In this method, a 

fixed number c is first determined for well-scattered points in a cluster. Scattered points capture the shape and extension 

of the cluster. The selected scattered points are then shrunk with a fraction α towards the center of the cluster. Scattered 

points after shrinking are used as representative points. The cluster pairs with the closest representative points are the 

clusters that are combined in each step of the CURE hierarchical clustering algorithm. For large databases, CURE 

implements random sampling and partitioning. The main steps of the CURE algorithm are as follows: 

 

Traditional clustering methods either create clusters of spherical shape and similar size or are very sensitive to outliers. 

The CURE clustering method, on the other hand, is more robust to outliers and identifies clusters of different sizes and 

non-spherical shapes. CURE can find clusters of arbitrary shapes and sizes because it represents each cluster with 

multiple representative points. In addition, shrinking the representative points towards the center allows the method to 

avoid problems associated with noise and outliers [34]. 

2.4. K-Nearest Neighbor (KNN) 

One of the supervised learning methods is Instance-Based Learning, also called Lazy Learning [35]. The classic example 

of the instance-based learning method is the K-nearest neighbor (KNN) classification algorithm [36]. The nearest 

neighbor (NN) classifier assigns the class of its nearest neighbor in the training set according to the distance function to 

a given test pattern. The K-nearest neighbor classifier, where 𝐾 is an integer and 𝐾 ≥ 1, is a generalization of the nearest 
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neighbor classifier [27], and the KNN algorithm works by classifying each new instance among its K-nearest neighbors 

by majority label. The naive implementation of the nearest neighbor rule requires storing all previously classified data 

points and then comparing each stored point to classify each sample point [37]. 

 

3. THE PROPOSED CLASSIFICATION METHOD 

In this section, a new neighborhood-based classification method called CURE-NN is proposed. This method consists of 

two steps: data reduction and classification. To present the steps of the proposed CURE-NN method, the sample dataset, 

whose scatter plot is given in Figure 1a, is used. This dataset contains two classes and only two attributes of the dataset 

are used to present the results visually. Random test samples were selected from the sample dataset, and the remaining 

samples were used as the training set (Figure 1b). 

 
Fig. 1. a) Sample training set b) Training and test samples 

 

The CURE-NN method first applies data reduction. The steps of this process are given below. 

 

i. The CURE-NN method first applies data reduction. The steps of this process are given below. The training set is 

divided into subsets based on the available class labels. There are two classes in the dataset. They are divided into 

subsets as the first class 𝑆𝑢𝑏𝑠𝑒𝑡1 and the second class 𝑆𝑢𝑏𝑠𝑒𝑡2. These subsets are shown in Figure 2a. 

ii. Class labels are deleted from each resulting subset (Figure 2b). In this way, the subsets are ready for the application 

of clustering, which allows to extract structural information from unlabeled data. 

iii. CURE clustering is applied to each subset separately. For the CURE clustering process, parameters such as the 

shrink factor 𝛼, the number of clusters 𝑘, and the number of representative points 𝑐 should be determined. In the 

proposed CURE-NN method, since each class is clustered separately by making use of class information, classes 

are considered as a single cluster. In this way, this parameter is fixed as 𝑘 = 1 for CURE-NN and does not need 

to be tuned. The shrink factor 𝛼 is used as 𝛼 = 0.2 for this example. If the number of representative points 𝑐, 

which is another parameter, is determined by 𝑐 = 𝑛𝑐𝑙𝑎𝑠𝑠𝑖
∗ 𝐷𝑅𝑟𝑎𝑡𝑒, with the number of samples in the 𝑖.th subset 

𝑛𝑐𝑙𝑎𝑠𝑠𝑖
 and data reduction rate 𝐷𝑅𝑟𝑎𝑡𝑒. For the sample dataset, 𝐷𝑅𝑟𝑎𝑡𝑒 = 0.4  is applied, so in this example, 40% 

of the sample in each class will be chosen as representative points. In this way, data reduction was made so that 

40% of the data in each class remains. Representative points obtained after applying CURE clustering to each 

subset with the specified parameters are retained (Figure 2c). 

iv. Class labels are added to representative points (Figure 2d). 

v. The representative points are merged to form the new training set (Figure 2e) 

 

In the classification phase of the CURE-NN method, a neighborhood-based classification approach is applied. Instead 

of the entire training set in the classification stage, the reduced data in the first stage of the CURE-NN method is used 

as the training set. With reduced training data, the class label of the closest sample is assigned to each test sample. In 

other words, the class is determined by looking at the neighbor to which each sample is closest. Figure 2f shows the 

determination of the nearest neighbor for two test samples. 
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Fig. 2. Visual representation of CURE-NN steps a) Training dataset with two classes, b) Subsets, c) Representative 

points, d) Representative points with class labels, e) New training set, f) Nearest neighbor for two test samples 

 

The pseudocode of the proposed CURE-NN classification method is as follows: 

 

Pseudocode of the proposed CURE-NN Algorithm 

Input: 𝑿 = {𝒙𝒊𝝐ℝ𝒅}𝒊=𝟏
𝒏 , training set with 𝒏 samples   

Output: 𝒚′, the class label of the test sample 

Step 1: Set/determine the shrink factor 𝒂 and the data reduction rate 𝑫𝑹𝒓𝒂𝒕𝒆  
Step 2: Divide the training set into subsets according to the class labels, with the class labels in the 

dataset 𝑳 = {𝒍𝟏, 𝒍𝟐, 𝒍𝟑, … , 𝒍𝒕} . 
for all  𝒍𝒊 ⊂ 𝑳   do 
𝑿𝑺𝒖𝒃𝒔𝒆𝒕𝒊

= {𝒙𝒌 ∈ 𝑿: 𝒙𝒌 𝒃𝒆𝒍𝒐𝒏𝒈𝒔 𝒕𝒐 𝒄𝒍𝒂𝒔𝒔 𝒍𝒊} 

end for  

Step 3: Remove class labels from subsets. 
for 𝒊 = 𝟏 to 𝒕 do 

Remove class label 𝒍𝒊 from 𝑿𝑺𝒖𝒃𝒔𝒆𝒕𝒊
 

end for 

Step 4: Find representative points by applying CURE to each subset, 𝒍𝒆𝒏(): the function that returns 
the number of samples in the given set 
for all  𝒊 = 𝟏 to 𝒕 do 

 𝒄 = 𝒍𝒆𝒏(𝑿𝑺𝒖𝒃𝒔𝒆𝒕𝒊
) ∗ 𝑫𝑹𝒓𝒂𝒕𝒆 

𝑹𝒆𝒑𝑷𝒐𝒊𝒏𝒕𝒔𝒊 = 𝑪𝑼𝑹𝑬(𝑿𝑺𝒖𝒃𝒔𝒆𝒕𝒊
, 𝒄, 𝒂) 

end for  

Step 5: Add class labels to representative points 
for 𝒊 = 𝟏 to 𝒕 do 

Add class label 𝒍𝒊 to 𝑹𝒆𝒑𝑷𝒐𝒊𝒏𝒕𝒔𝒊 
end for  

Step 6: Merge the representative points; this union creates the new training set. 

𝑿𝒏𝒆𝒘 = ⋃ 𝑹𝒆𝒑𝑷𝒐𝒊𝒏𝒕𝒔𝒊

𝒕

𝒊=𝟏

 

Step 7: Calculate the distance between each instance in 𝒙′and 𝑿𝒏𝒆𝒘for a given query example 𝒛 =
{𝒙′, 𝒚′} 
𝒎 = 𝒍𝒆𝒏(𝑿𝒏𝒆𝒘) 
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for all  𝒙𝒊 𝝐 𝑿𝒏𝒆𝒘   do 
Calculate 𝒅(𝒙′, 𝒙𝒊), 𝒊 = 𝟏, 𝟐, 𝟑, … , 𝒎; where 𝒅 denotes the Euclidean distance between points. 
end for  

Step 7: Select 𝒙𝒛 𝝐 𝑿𝒏𝒆𝒘 such that 𝒅𝒊𝒔𝒕(𝐱′, 𝒙𝒛) = 𝐦𝐢𝐧
𝒋

𝒅𝒊𝒔𝒕(𝐱′, 𝒙𝒋). 

Step 8: Assign class label of 𝒙𝒛 to the query 𝐱′. 
𝒚′ = 𝒚𝒛 

 

Here, we note that Karabulut et al. [31] used the CURE clustering method in a similar way. They have developed a 

method called RP-SVM by combining the CURE clustering algorithm with the SVM method. In the current study, unlike 

in Karabulut et al., the reduced data from CURE is adapted to a simpler approach, an NN-based approach. In addition, 

this study used COVID-19 data, which is a larger dataset compared to datasets in Karabulut et al. [31]. 

 

4. EXPERIMENTAL RESULTS 

In the experimental analysis part of this study, the CURE-NN method was analyzed comparatively with NN and KNN 

methods. The indicated models were applied on the rapid_balanced, rapid_unbalanced, pcr_balanced, pcr_unbalanced, 

both_test_balanced, and both_test_unbalanced COVID-19 datasets described in the previous sections. Some parameters 

need to be adjusted for the applied methods. For the KNN method, only the number of neighbors - the K parameter - 

should be determined.  For parameter K, {1, 2, 3, …, 30}   values are applied. For the CURE-NN method, some 

parameters need to be determined only for the pre-stage where CURE is applied. These parameters are the number of 

clusters 𝑘, the shrink factor 𝛼 and the number of representative points 𝑐. In the CURE-NN method, since each class is 

clustered separately by using the class information, the classes are handled as a single cluster. In this approach, 𝑘 = 1  

is fixed, eliminating the need to specify the parameter. For the shrink factor 𝛼, Guha et al. [33] found that the 0.2-0.7 

value range is suitable for defining non-spherical clusters while reducing the effect of outliers. In the same study, 𝛼 =
0.3  was used as the default value for 𝛼 . The default value of 𝛼 = 0.3  is used for CURE-NN. If the number of 

representative points  𝑐, which is another parameter, is determined by 𝑐 = 𝑛𝑐𝑙𝑎𝑠𝑠𝑖
∗ 𝐷𝑅𝑟𝑎𝑡𝑒, with the number of samples 

in the 𝑖.th subset 𝑛𝑐𝑙𝑎𝑠𝑠𝑖
 and data reduction rate 𝐷𝑅𝑟𝑎𝑡𝑒. To reduce the data as much as possible, 𝐷𝑅𝑟𝑎𝑡𝑒 = 0.2 was 

applied in the experimental analysis part, that is, 20% of the number of samples in each class of the dataset is the number 

of points that will represent the relevant class. 

 

Models were trained and tested using stratified nested 10-fold cross-validation. In the standard nested cross-validation 

(nested CV) approach, the data is split into k outer folds and then inner folds are created in each outer training set for 

feature selection, parameter setting, and training of models [39]. It has been found that Nested Cross Validation 

considerably reduces bias [40] and can be used to obtain reliable classification accuracy [39]. The results of the analysis 

were evaluated with the Accuracy, Precision, Recall, and F-score criteria specified in subsection 3.3. In addition to these 

criteria, evaluations were made in terms of the number of samples used by the methods in the training set 𝑛𝑇𝑟𝑎𝑖𝑛 and 

the test time of each method, 𝑡𝑇𝑒𝑠𝑡. 

4.1. Tests on Balanced Datasets 

In this case the proposed CURE-NN, NN, and KNN methods have been applied to balanced COVID-19 datasets. In the 

application, the stratified nested 10-fold cross-validation process was repeated 30 times with different seed values. The 

obtained results were averaged. The results are given in Table 2. 

 

 

 

 

Table 2. Results from balanced datasets 

Dataset Indices NN KNN CURE-NN 

pcr_balanced Accuracy 0.9569 0.9567 0.9596 

Precision 0.9678 0.9654 0.9643 

Recall 0.9476 0.9495 0.9557 

F-score 0.9574 0.9571 0.9598 

𝑛𝑇𝑟𝑎𝑖𝑛 1649 1649 229.61 

𝑡𝑇𝑒𝑠𝑡 0.0056 0.0077 0.0046 

Accuracy 0.9312 0.9265 0.9179 
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rapid_balanced Precision 0.9668 0.9464 0.9438 

Recall 0.9036 0.9115 0.8992 

F-score 0.9337 0.9280 0.9202 

𝑛𝑇𝑟𝑎𝑖𝑛 1167 1167 234.00 

𝑡𝑇𝑒𝑠𝑡 0.0064 0.0047 0.0034 

both_test_balanced Accuracy 0.8695 0.8808 0.8642 

Precision 0.9115 0.9310 0.8808 

Recall 0.8415 0.8466 0.8532 

F-score 0.8748 0.8865 0.8664 

𝑛𝑇𝑟𝑎𝑖𝑛 2816 2816 564 

𝑡𝑇𝑒𝑠𝑡 0.0123 0.0132 0.0096 

𝑛𝑇𝑟𝑎𝑖𝑛: number of training set samples, 𝑡𝑇𝑒𝑠𝑡: test time in seconds 
 

As seen in Table 2, for the pcr_balanced dataset, each fold contains 1649 training and 183 test samples. While the NN 

and KNN methods use all training samples, the CURE-NN method uses only about 14% of the training set, with an 

average of approximately 229.61 samples. The CURE-NN method considerably reduced the training sample in this 

dataset and nevertheless obtained better accuracy than the NN and KNN methods. In addition, the test time of the CURE-

NN method is shorter compared to other methods. For the rapid_balanced dataset, each fold contains 1167 training 

and 129 test samples. While the NN and KNN methods use all training samples, the CURE-NN method uses only about 

18% of the training set, with an average of about 234 samples. The CURE-NN method considerably reduced the training 

sample in this dataset, but still achieved close accuracy to the NN and KNN methods. In addition, the test time of the 

CURE-NN method is shorter compared to other methods. For the both_test_balanced dataset, there are 2816 training 

and 312 test samples in each fold. While the NN and KNN methods use all training samples, the CURE-NN method 

uses only about 20% of the training set, with an average of about 564 samples. The CURE-NN method considerably 

reduced the training sample in this dataset, but still achieved close accuracy to the NN and KNN methods. In addition, 

the test time of the CURE-NN method is shorter compared to other methods. 

4.2. Tests on Unbalanced Datasets 

The proposed CURE-NN, NN and KNN methods were applied on COVID-19 datasets given as unbalanced. In the 

application, nested 10fold cross-validation is applied. The results obtained are given in Table 3. 

 

Table 3. Results from unbalanced datasets 

Dataset Indices NN KNN CURE-NN 

pcr_unbalanced Accuracy 0.9673 0.9655 0.9629 

Precision 0.9443 0.9377 0.9563 

Recall 0.9561 0.9568 0.9334 

F-score 0.9500 0.9469 0.9446 

𝑛𝑇𝑟𝑎𝑖𝑛 2502 2502 264.1 

𝑡𝑇𝑒𝑠𝑡 0.0107 0.0119 0.0074 

rapid_unbalanced Accuracy 0.9890 0.9887 0.9890 

Precision 0.8395 0.7914 0.8827 

Recall 0.8654 0.9031 0.8363 

F-score 0.8515 0.8403 0.8582 

𝑛𝑇𝑟𝑎𝑖𝑛 15518 15518 590.9 

𝑡𝑇𝑒𝑠𝑡 0.1335 0.1486 0.0456 

both_test_unbalanced Accuracy 0.8841 0.9305 0.8569 

Precision 0.5587 0.3618 0.6874 

Recall 0.3634 0.6180 0.3115 

F-score 0.4327 0.4482 0.4285 

𝑛𝑇𝑟𝑎𝑖𝑛 18019 18019 726.9 

𝑡𝑇𝑒𝑠𝑡 0.1664 0.2542 0.0516 

𝑛𝑇𝑟𝑎𝑖𝑛: number of training set samples, 𝑡𝑇𝑒𝑠𝑡: test time in seconds 
 

For the pcr_unbalanced dataset, there are 2502 training and 277 test samples in each fold. While the NN and KNN 

methods use all training samples, the CURE-NN method uses only about 11% of the training set, with an average of 

about 264.1 samples. The CURE-NN method considerably reduced the training sample in this dataset, but still achieved 

similar accuracy to the NN and KNN methods. In addition, the test time of the CURE-NN method is shorter compared 
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to other methods. For the rapid_unbalanced dataset, each fold contains 15518 training and 1724 test samples. While 

the NN and KNN methods use all training samples, the CURE-NN method uses only about 4% of the training set, with 

an average of about 590.9 samples. The CURE-NN method considerably reduced the training sample in this dataset and 

nevertheless obtained the best accuracy value. In addition, the test time of the CURE-NN method is shorter compared 

to other methods. For the both_test_unbalanced dataset, each fold contains 18019 training and 2002 test samples. 

While the NN and KNN methods use all training samples, the CURE-NN method uses only about 4% of the training 

set, with an average of about 726.9 samples. The CURE-NN method considerably reduced the training sample in this 

dataset but caused a decrease in the accuracy value. In addition, the test time of the CURE-NN method is shorter 

compared to other methods. Taken together, as seen in Figure 3, the CURE-NN method used only a very small part of 

the training data in all datasets. In addition, it is seen that the test times are shortened. 

 

 
Fig. 3. Comparison of training data size 

In terms of classification accuracy, the results are given comparatively in Figure 4 with the box-plot graph. This graph 

shows no considerable differences between the methods. 

 

 
Fig 4. a) Comparison of classification accuracy between the CURE-NN and NN, b) Comparison of classification 

accuracy between the CURE-NN and KNN 

 

The results of the current study show that with the proposed approach, structural information can be extracted from the 

COVID-19 dataset quite successfully, and effective classification can be made with the reduced data in this way. 

 

In the literature, there are studies aimed at increasing classification effectiveness by integrating clustering methods such 

as k-means, BIRCH, k-spatial medians, and CURE into classification methods [41-48, 31]. It is generally observed that 

clustering methods are adapted to the SVM in these studies. In this study, however, the K-nearest neighbor classification 

method, which is one of the commonly used classification methods, has been addressed. To enhance its classification 

effectiveness, the effective clustering method CURE has been utilized.   

 

5. CONCLUSION 

The size of COVID-19 data has been increasing. As it is known, the increase in data size brings problems such as space 

requirement or an increase in classification time. In the current study, a classification approach based on reduced 

structural information has been investigated to effectively represent the dataset to solve these problems. CURE 

clustering approach is used to obtain reduced structural information from the dataset. Classification is applied by using 

reduced structural information instead of the entire data set. Classification is done with a neighborhood-based approach. 

This new method, called CURE-NN, has been applied to balanced and unbalanced COVID-19 data. It has been observed 

that the CURE-NN method can maintain classification accuracy while reducing data from 80% to 96% and even achieve 
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better accuracy in some datasets. The results show that with the proposed approach, structural information can be 

successfully extracted from the dataset, enabling effective classification with reduced data. 
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