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Abstract 

Predicting machine faults is crucial for maintaining operational efficiency in 

industrial settings, minimizing unplanned downtime, and ensuring customer 

satisfaction. Fault prediction helps identify faults and create maintenance schedules. 

Maintenance planning involves strategically scheduling activities to ensure the 

continuous operational efficiency of systems. This study focuses on reducing 

unplanned downtime in a food company by developing a predictive maintenance plan 

through machine fault prediction. Artificial Neural Networks (ANNs) are excellent 

in handling non-linear models, while the ARIMA model is adequate for linear 

models. However, real-world data often contains linear and non-linear elements, 

requiring hybrid models for improved accuracy. This study employs ARIMA, ANNs, 

and a Hybrid ARIMA-ANN model. The dataset is individually modeled using each 

approach. Using a 3-month machine fault dataset, predictive values for machine fault 

times are generated and statistically evaluated using metrics such as Mean Absolute 

Percentage Error (MAPE) and Root Mean Squared Error (RMSE). The findings 

indicate that the hybrid model outperforms both ARIMA and ANN models. The food 

company can significantly reduce unplanned downtime and ensure operational 

efficiency using a hybrid model. Predictive maintenance planning can help the food 

company save costs and maintain a competitive edge in the market. 

 

 
1. Introduction 

Predicting faults is crucial for industrial maintenance 

strategies to prevent system failures and minimize 

unplanned downtime. Accurate predictions of future 

failures are necessary for designing timely 

maintenance activities [1]. To remain competitive and 

satisfy customers, it is essential to eliminate system 

downtimes and unforeseen causes leading to them.  

Many businesses perform breakdown 

maintenance randomly after the occurrence of a fault, 

resulting in significant time loss during repairs [2]. In 

several sectors, multiple machines work together in a 

cycle to produce final products. Therefore, the 

interdependency of operations is crucial to prevent 

system disruptions. Unplanned maintenance could 

cause damage to different machines or parts, leading 

to an imbalance in the system, accumulation of 
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intermediate products, delays in work, and idle labor, 

resulting in waste. Poor planning damages a 

company's reputation and leads to financial losses due 

to untimely product deliveries. 

Predicting faults and performing maintenance 

accordingly significantly mitigates hazardous 

situations, accidents, injuries, material damage, and 

extensive time loss. It also ensures that machines 

operate correctly, smoothly, and in a controlled 

manner [3]. Data processing, analyzing data, and 

generating meaningful insights for future predictions 

have become increasingly important [4]. 

Mathematical and statistical methods were initially 

used in prediction studies [5]–[8]. However, 

traditional methods have become inadequate with the 

increasing volume of data, variables, and 

uncertainties. Machine learning algorithms that can 

self-learn and adapt have been employed in prediction 
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studies [9]–[13]. Machine learning algorithms find 

applications in various fields, such as machine 

maintenance and repair planning, production and 

supply chain planning, financial calculations, and 

more in manufacturing. 

Maintenance planning aims to calculate the 

occurrence time of a fault, take quick preventive 

measures before a fault occurs, and prevent 

unnecessary maintenance. Traditional maintenance 

planning methods are still used in businesses [14], 

[15]. Unnecessary maintenance can lead to the 

replacement of parts that could have lasted longer 

without a system failure, halting production for 

excessive maintenance and unnecessary labor and 

spare part usage. The goal is to optimize the duration 

of maintenance work, perform maintenance before 

faults occur, and prevent unnecessary maintenance. 

Existing prediction studies in the literature 

use time series models and machine learning 

algorithms [16]–[18]. While predictions made using 

time series provide good results in linear models, 

predictions made using machine learning provide 

good results for non-linear models. A hybrid 

prediction model using the ARIMA-ANN method for 

fault prediction has yet to be found in the literature. 

Real-life data is a mix of linear and non-linear data, 

making it challenging to model and predict. Hence, it 

is predicted that the results of prediction studies using 

hybrid models will be better than those using linear 

and non-linear models. 

The primary objective of this study is to 

eliminate unplanned downtimes and create a 

predictive maintenance plan to ensure that the system 

operates smoothly and is ready for production at any 

time. To achieve this, machine fault times were 

predicted by modeling the cumulative fault data 

obtained from a food production company's dryer, 

which causes the most interruptions in production, 

using ARIMA, ANN, and ARIMA-ANN hybrid 

models. The results obtained were compared using 

performance metrics such as Mean Absolute 

Percentage Error (MAPE) and Root Mean Square 

Error (RMSE). 

The rest of the paper is organized as follows: 

Section 2 presents a comprehensive literature review. 

Section 3 provides information on maintenance 

planning. In Section 4, ARIMA, ANN, and the hybrid 

model are introduced, respectively. In Section 5, an 

experimental study is carried out to verify the 

forecasting performance of the proposed models. In 

the last section, conclusions and recommendations are 

presented. 

2. Literature Review 

Predictive maintenance is a crucial strategy in 

industrial settings. It aims to anticipate and prevent 

equipment failures before they occur. This approach 

helps minimize unplanned downtimes, improve 

operational efficiency, and reduce maintenance costs. 

The literature on predictive maintenance can be 

broadly categorized into three main approaches: 

statistical methods, machine learning techniques, and 

hybrid models. 

Statistical methods, particularly time series 

analysis, have been extensively used in predictive 

maintenance. Time series models, such as ARIMA, 

effectively handle linear data and forecast future 

failures based on historical data trends. For instance, 

Aktaş and Aydın [19] employed time series analysis 

to predict production efficiency in machining 

operations, demonstrating the capability of these 

methods to provide accurate forecasts in linear 

systems. Similarly, ARIMA models have been 

utilized for error detection and predictive 

maintenance forecasts [6], [7]. However, compared to 

machine learning methods, ARIMA models are less 

flexible and often less accurate in capturing complex 

data patterns [20], [21]. 

With the continuing development of big data, 

AI, and IoT technologies, which are driving forces of 

Industry 4.0, machine learning techniques have 

gained prominence in predictive maintenance [22]. 

These techniques have been applied to various 

aspects, such as supervised classification, regression 

in high-dimensional data, reinforcement learning for 

system modeling, and unsupervised learning 

problems. Machine learning algorithms, such as 

ANN, have the ability to learn complex patterns and 

relationships within data, making them suitable for 

predicting equipment failures in non-linear systems. 

Zuo et al. [23] utilized a spiking neural network 

(SNN) for bearing fault diagnosis in manufacturing 

settings, highlighting the effectiveness of machine 

learning in detecting and predicting faults. Similarly, 

Sampaio et al. [24] applied ANN to predict motor 

failure times, further validating the robustness of 

these techniques in industrial applications. Ben Ali et 

al. [25] and Mahamad et al. [26] demonstrated the 

efficacy of ANN models in bearing fault diagnosis 

and remaining functional life prediction, respectively, 

showcasing significant improvements over traditional 

approaches. 

Recent studies have also demonstrated the 

application of more advanced machine learning 

models. Zhang et al. [27] investigated the 
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development of models using temporally dependent 

sensor data for NASA’s aircraft engine performance 

monitoring and useful life expectancy estimation. 

They employed a Long Short-Term Memory (LSTM) 

based model, which outperformed other machine 

learning techniques such as Support Vector 

Regression (SVR), Multilayer Perceptron (MLP), and 

Deep Convolutional Neural Networks (DCNN) in 

predicting useful life. Similarly, Lee et al. [28] used 

SVR and ANN models to predict spindle motor and 

cutting machine wear and malfunctions, achieving 

successful results. Hybrid models combine the 

strengths of statistical methods and machine learning 

techniques to address the limitations of each approach 

when used in isolation. These models are beneficial 

for handling real-life data that often exhibit both 

linear and non-linear characteristics. Paithankar and 

Chatterjee [29] proposed a hybrid data-driven method 

using a neural network and genetic algorithm to 

forecast failure time. Similarly, Yang et al. [30] 

developed a hybrid prediction model based on a state 

observer and a hidden Markov model (HMM) for 

control systems. Xu et al. [31] introduced a hybrid 

SARIMA-SVR model to predict statistical indicators 

in the aviation industry. 

Predictive maintenance has been applied 

across various industrial sectors. In the manufacturing 

industry, predictive models are used to diagnose 

faults in critical components such as bearings and 

motors, ensuring continuous and efficient production 

processes. In the aviation industry, Çelikmıh et al. 

[32] utilized machine learning techniques to predict 

aircraft maintenance periods and fault counts, 

enhancing the reliability and safety of aircraft 

operations. Dindarloo et al. [33] applied SARIMA 

(Seasonal ARIMA) to predict the time between 

failures for heavy machinery, demonstrating the 

versatility of statistical models in different industrial 

contexts. The food industry presents unique 

maintenance and fault prediction challenges due to 

the high variability in production processes and the 

critical need to ensure product safety and quality. A 

few studies have explored the application of machine 

learning techniques in this sector to enhance 

predictive maintenance strategies. Liu [34] 

introduced a fault diagnosis approach for food 

machinery equipment based on neural networks. In 

another study, Setiawan et al. [35] performed multiple 

linear regression analysis to predict machine 

breakdowns in the food seasoning industry. 

Given the advancements in production and 

technology, accurately estimating the remaining 

useful life (RUL) of machinery has become crucial for 

maintaining machine condition monitoring, 

enhancing productivity, ensuring reliability, and 

promoting safety [12], [36]. Various theoretical and 

practical methodologies have been proposed, 

including sophisticated deep learning models that 

consolidate multiple facets into a single application. 

The necessity for real-time processing of intricate 

data streams has been underscored across different 

application scenarios. Rivera et al. [37] investigated 

production system errors through the lens of anomaly 

detection, highlighting the pivotal role of data quality 

and expert knowledge in augmenting predictive 

accuracy.  

The evolution of predictive maintenance has 

seen a transition from traditional statistical methods 

to advanced machine learning techniques and hybrid 

models. Each approach offers unique advantages and, 

when appropriately applied, can significantly enhance 

the reliability and efficiency of maintenance 

operations. Integrating these methods into a cohesive 

predictive maintenance strategy promises to improve 

industrial productivity further and reduce operational 

costs. 

 provides a summary of the reviewed studies 

in terms of focus, methodology, and field of 

application. 

 

3. Maintenance Planning 

Maintenance planning is a critical aspect of ensuring 

the smooth and efficient operation of industrial and 

service sectors. It encompasses the systematic 

arrangement of activities to maintain equipment 

functionality and minimize downtime. Effective 

maintenance planning is essential for businesses 

striving for uninterrupted production and service 

delivery [38]. Figure 1 illustrates various categories 

of maintenance planning [39]. 

Planned maintenance is the maintenance 

performed to prevent failures before they occur. It 

ensures that machines and equipment can operate 

smoothly at any given time. The objectives of planned 

maintenance include extending the life of machines 

and equipment, improving performance, reducing 

downtime and costs associated with breakdowns, 

keeping equipment ready for production at all times, 

minimizing damage in case of failures, reducing 

maintenance and repair expenses, decreasing the need 

for spare machines, creating a safe working 

environment for workers, and minimizing expenses 

arising from potential accidents [40]. Planned 

maintenance is often divided into preventive 

maintenance and corrective maintenance. 
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Figure 1. Types of maintenance 

 

Table 1. A summary of the related literature 

Study Focus Approach Application Area 

Zuo et al. [23] Bearing fault diagnosis SNN Manufacturing 

Çelikmıh et al. [32] 
Prediction of aircraft maintenance 

periods and fault counts 
Machine Learning Aircraft 

Sampaio et al. [24] Motor failure time prediction ANN Engine 

Aktaş and Aydın 

[19] 
Production efficiency prediction Time Series methods Machining 

Ben Ali et al. [25] Bearing fault diagnosis ANN Manufacturing 

Mahamad et al. [26] 
Remaining useful life prediction of 

machines 
ANN Manufacturing 

Baptista et al. [6] Maintenance plan for an aircraft part ARMA Aircraft 

Dindarloo [33] The time between failure prediction  SARIMA Heavy Machinery 

Fernandes et al. [7]  
Fault detection for predictive 

maintenance  
ARIMA Metallurgy 

Medeiros et al. [41] Failure prediction 
Machine Learning 

Algorithms 
Insulators 

Kang et al. [42] 
Anomaly perception and failure 

prediction 
SVR 

High-speed 

automatic train 

Paithankar and 

Chatterjee [29] 
Failure time prediction 

Hybrid Neuro 

Genetic Algorithm 
Mining machinery 

Vargas et al. [36] Fault prediction  
Hybrid Machine 

Learning Algorithms 

Automated teller 

machines (ATMs) 

Preventive maintenance is a type of 

maintenance that businesses have recently begun to 

adopt. This method aims to prevent failures resulting 

from faults in machines and facilities. Serious 

research and development efforts are required for 

preventive maintenance. Preventive maintenance 

includes daily routine actions such as cleaning, 

refueling, inspection to prevent deterioration, periodic 

examination, and equipment diagnosis. These actions 

maintain the "health" of the equipment and prevent 

failures. 

Predictive Maintenance predicts the life of a 

significant part through monitoring and diagnosis 

[43], [44]. Therefore, maintenance costs and 

breakdown losses are lower with this method 

compared to others. One type of predictive 

maintenance is Condition-Based Maintenance (CBM) 

[45]. This maintenance type uses condition diagnostic 

technology (CDT) to monitor the equipment's 

condition online. 

 Planned 

Maintenance Planning 

Breakdown 

maintenance 

Preventive 

maintenance 

Corrective 

maintenance 

Fixed Predictive 

Time-Based 

maintenance 

 

Daily 

maintenance 

 

Condition-Based 

maintenance 

 

Unplanned 
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Figure 2. Measurement of time between failures [46] 

In enterprise operations, thermal cameras, 

sensors, measurement devices, and similar 

technologies play a crucial role in monitoring specific 

areas of machinery and facilities at regular intervals 

[45], [47]. These observations are meticulously 

recorded to support proactive maintenance strategies, 

known as predictive maintenance. This approach 

focuses on swiftly detecting any deviations in system 

performance to intervene promptly and prevent 

potential malfunctions. Techniques employed in this 

maintenance paradigm include oil analysis, thermal 

imaging for temperature analysis, and other sensor-

based assessments. 

Predictive maintenance strategies typically 

involve three key stages. The first stage is detection, 

promptly identifying deviations in the machinery's 

operational conditions. Subsequently, the analysis 

and diagnosis phase examines the machine's 

characteristics to determine the underlying causes of 

the observed changes. Finally, the corrective phase 

involves implementing necessary repairs, 

maintenance, and replacements to rectify identified 

issues and ensure optimal operational efficiency. 

Predictive maintenance relies on accurate predictions 

of future failures to design timely maintenance 

activities. Approaches to failure prediction analyze 

current and past data representing system conditions, 

events, and operations [1]. A critical parameter in 

predicting failure time is the time between failures 

(TBF). Figure 2 illustrates how this duration is 

measured. 

 

4. Methodology 

 

4.1. The Autoregressive Integrated Moving 

Average 

The autoregressive integrated moving average 

(ARIMA) model, introduced by Box and Jenkins 

[48], stands as a cornerstone in time series 

forecasting.  ARIMA models capture the inherent 

relationships (autocorrelations) between past and 

present values within the data. A fundamental 

assumption of The ARIMA (p, d, q) model is that the 

underlying data series is stationary, meaning its 

statistical properties (mean, variance) remain constant 

over time and exhibit no specific trend. 

The ARIMA model expresses the future 

value (𝑌𝑡) of a variable as a linear combination of two 

key elements: (i) past observations, represented by the 

terms 𝑌𝑡−1, 𝑌𝑡−2, … , 𝑌𝑡−𝑝, where p signifies the order 

of auto-regression, (ii) past errors, captured by the 

terms 𝜀𝑡−1, 𝜀𝑡−2, … , 𝜀𝑡−𝑞, where 𝜀𝑡 represents the 

error term at time t, and q denotes the order of moving 

average. This relationship can be mathematically 

expressed as: 

𝑌𝑡 =  𝑐 +  ɸ1𝑌𝑡−1 +  … +  ɸ𝑝𝑌𝑡−𝑝 + 𝜀𝑡 −

 𝜃1𝜀𝑡−1 −  … − 𝜃𝑞𝜀𝑡−𝑞    (1)                                                 

    𝑌𝑡: Represents the value of the variable at time t. 

    c: Constant term. 

    ɸ𝑖: Coefficients associated with the autoregressive 

(AR) component, quantifying the influence of past 

observations (𝑌𝑡−𝑖) on the future value. 

    𝜀𝑡: White noise error term at time t. 

    𝜃𝑖: Coefficients associated with the moving 

average (MA) component, reflecting the impact of 

past errors (𝜀𝑡−𝑖) on the future value. 

The ARIMA model leverages the power of 

past observations and error terms to provide a robust 

and data-driven approach to forecasting future trends 

in time series data. 

 

4.2. Artificial Neural Network 

 

ANNs are a class of machine learning models inspired 

by the neural networks in the human brain. They are 

designed to recognize patterns and make predictions 

based on input data. ANNs are composed of 

interconnected units called neurons, organized into 

layers. Each neuron calculates a weighted sum of its 

inputs and passes this sum through an activation 

function, introducing non-linearity to model complex 

relationships. The most common activation functions 

include the sigmoid, tanh, and rectified linear unit. 

There are many types of ANN, such as multilayer 

perceptron (MLP), radial basis function (RBF) 

networks, and recurrent neural networks (RNN) used 

by researchers in prediction studies [49]–[52]. 

Although MLP was initially developed to 

tackle complex classification problems, due to their 
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universal approximation capability, they were soon 

utilized for nonlinear regression models and 

subsequently for time series modeling and 

forecasting. However, the estimation and 

identification of these models involve sophisticated 

techniques, making it challenging to determine the 

correct architecture. These models are often 

overparametrized, the error functions to be minimized 

have numerous local minima, and their 

implementation is frequently difficult [53].  

Nonlinear Autoregressive (NAR) Neural 

Network extends the basic principles of ANNs by 

incorporating temporal dependencies. NAR networks 

predict future values of a time series based on its past 

values. This autoregressive approach uses previous 

time points as part of its input to forecast future 

values. Unlike traditional ANNs, NAR networks have 

input, hidden, and output layers. However, the input 

layer takes lagged time series values, allowing the 

model to capture temporal dynamics. 

The NAR model, depicted in Figure 3, can be 

mathematically expressed as: 

y(t) = f(y(t − 1), y(t − 2), … , y(t − d)) + 𝜀(𝑡)   (2)                                                 

where y(t) is the value at time t, d is the time delay 

parameter, and the ε(t) indicates the approximation 

error at time t. 

 

Figure 3. Non-linear autoregressive (NAR) network 

 

4.3. ARIMA-ANN models 

 

In recent years, in the field of time series analysis, 

hybrid models that use multiple models together have 

been introduced to improve modeling and forecasting 

performance. Especially with the advancement of 

machine learning, numerous hybrid models that 

combine classical statistical methods and machine 

learning techniques have been developed [54], [55]. 

One of the most important classes of hybrid 

models is the ARIMA-ANN hybrid model class. The 

strong performance of the ARIMA model for linear 

time series and the success of the ANN model for 

nonlinear time series have led researchers to create 

hybrid models that incorporate both models. The fact 

that real-world time series often contain both linear 

and nonlinear characteristics is one of the main 

reasons for the high modeling and forecasting 

performance of ARIMA-ANN hybrid models [56]. In 

studies, time series is approached in various ways, 

such as the sum [18], product [57], or a nonlinear 

function of the values obtained from the linear series 

and the actual series [58] of linear and nonlinear series 

[56]. 

Zhang [18] introduced the first ARIMA-ANN 

model in the literature, considering the time series as 

the sum of linear and nonlinear series. In the model 

proposed by Khashei and Bijari [58], the series is not 

segmented into linear or nonlinear components. 

Instead, it is viewed as a nonlinear function of 

observations and errors. On the other hand, Babu and 

Reddy [59] separate the time series into linear and 

nonlinear series by passing it through a moving 

average filter. 

4.4. Proposed Hybrid Model 

 

The ARIMA-ANN model, first introduced by Zhang 

[18], is considered a highly effective tool for time 

series analysis. This model allows for the 

decomposition of time series into linear and nonlinear 

components, enabling separate modeling of each 

component. 

 𝑌𝑡 = 𝐿𝑡 + 𝑁𝑡                                                                   (3) 

where, 𝑌𝑡 represents the actual observations of the 

time series, 𝐿𝑡 denotes the linear trends captured by 

the ARIMA models. It uses autoregressive and 

moving average concepts based on past values to 

forecast future values. 𝑁𝑡 represents the nonlinear 

trends and complexities of the series captured by 

ANNs. ANNs utilize their learning capability to 

model these trends. As shown in Figure 4, the 

proposed ARIMA-ANN hybrid model consists of 

four fundamental steps. 

Step 1. The time series is modeled with ARIMA to 

obtain the initial forecast value. For this purpose, 

seasonality and trend analysis are conducted, and the 

stationarity of the series is checked. If it is non-

stationary, it is transformed into a stationary form, 

and ACF-PACF plots are drawn. The most suitable 

ARIMA (p, d, q) model for the series is computed 

with the assistance of software, and the initial 

predicted value 𝑥(𝑖) can be calculated. 

Step 2. The residual values 𝑦(𝑖) are computed. Let the 

time series be denoted by 𝑥(𝑖), and the initial forecast 



B. Ervural, G. Kaynak / BEU Fen Bilimleri Dergisi 13 (3), 618-632, 2024 

624 
 

value be denoted by 𝑥(𝑖). The residual value is 

calculated by taking the difference between the 

forecasted value and the actual data. 

𝑦(𝑖) = 𝑥(𝑖) − 𝑥(𝑖)                                                                  (4) 

Step 3. Raw data is utilized to train the ANN network. 

The architecture of the ANN model is determined. 

The number of hidden layers, neurons per layer, and 

activation functions can be adjusted within the chosen 

network type. The Levenberg-Marquardt algorithm or 

other available training functions optimize the 

network's weights and biases. The designed ANN 

architecture using the residual values is trained as the 

input data. This process continues until a specified 

number of epochs (iterations) is reached or until a 

certain error threshold is achieved. 

Step 4. The final predicted value 𝑥𝑡
∗(𝑖)  of the 

combination model is obtained through the 

relationship between the new residuals 𝑦�̂�(𝑖) and the 

initially predicted values 𝑥(𝑖). The predicted values 

of the hybrid model are computed by taking the 

difference between the forecast value obtained with 

the ARIMA model and the forecast value obtained 

with the ANN model. 

𝑥𝑡
∗(𝑖)  = 𝑥(𝑖) − 𝑦�̂�(𝑖)                                                      (5) 

 

Figure 4. Flowchart of the ARIMA-ANN model 

5. Case Study 

 

In this study, predictions of machine failure 

time were derived utilizing the hybrid methodology 

described in the previous section. The linear 

component of the model was estimated using the 

ARIMA model, while the non-linear component was 

addressed by applying the NAR neural network 

method. The hybrid model was constructed by 

integrating these two models. Subsequently, the 

results of the hybrid model were compared with the 

prediction performances of the ARIMA and NAR 

neural network (NAR-NN) models. Time series plots 

of the predicted and actual values are presented in this 

section.  

 

5.1. Background and Dataset 

 

A case study was conducted at a facility engaged in 

pasta production to evaluate the proposed method. 

The facility operates three shifts per day. Data 

containing the day and time of malfunctions occurring 

on the production line were obtained from the 

company and utilized for prediction purposes. Upon 

examining the data, it was decided to focus on 

addressing malfunctions explicitly occurring in the 

drying machine, which constitutes a critical 

component causing significant disruptions to 

production and playing a vital role in daily operations. 

Should the drying line fail, the entire production 

process stops. Management aims to effectively 

anticipate the downtime of the machine, enabling the 

implementation of suitable maintenance scheduling 

activities to prevent malfunctions. 

The times between failures and cumulative 

times for a total of 50 failures that occurred in the 

drying line are presented in Table A1 (see Appendix), 

along with a time series plot of the cumulative data 

shown in Figure 5. For prediction purposes, the 

cumulative downtime data were utilized, with the last 

8 out of the 50 cumulative failure data points reserved 

as test data, while the remaining data points were used 

for training. 
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Figure 5. The time series of machine failure data 

5.2. Performance Metrics 

 

To quantitatively assess the deterministic predictions 

obtained from the ARIMA, ANN, and hybrid 

ARIMA-ANN models, three performance metrics 

were employed: Mean Absolute Percentage Error 

(MAPE), and Root Mean Squared Error (RMSE). The 

detailed mathematical expressions for these metrics 

are listed below: 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |

𝑦𝑡−�̂�𝑡

𝑦𝑡
|

𝑛

𝑡=1
                                               (6) 

𝑅𝑀𝑆𝐸 = √
∑ (𝑦𝑡−�̂�𝑡)2𝑛

𝑡=1

𝑛
                                                  (7) 

where, 𝑦𝑡 is the observed value, �̂�𝑡 is the predicted 

value,  𝑛 is the total number of observations. 

 

5.3. Analysis, Results and Discussions 

 

In this section, the steps of the proposed model are 

applied to the data of the time between drying line 

failures. Then, a series of experimental studies are 

carried out to validate the effectiveness of the 

proposed model. The case study data is analyzed 

using ARIMA, NAR-NN, linear regression (LR), and 

Winters' methods and compared with the results of the 

hybrid model. 

ACF and PACF graphs were used to assess 

the stationarity of the time series. The ACF graph 

indicated non-stationarity, as the autocorrelation 

values exceeded the boundary values. Therefore, 

differencing was considered necessary to achieve 

stationarity (Figure 5).  The PACF graph revealed that 

the first lag had the highest partial autocorrelation 

value, suggesting that differencing of order 1 (d=1) 

should be applied to the series (Figure 6). 

 

Figure 5. ACF graph of cumulative times between 

failures (TBFs) data 

 

Figure 6. PACF graph of cumulative times between 

failures (TBFs) data 

Since only the first lag was significant in the 

ACF graph, it was inferred that q=1. Therefore, the 

ARIMA model would contain a moving average 

component with q=1. Based on the analysis, the 

differencing of order 1 should be performed to 

achieve stationarity, and an ARIMA(0,1,1) model 

should be the most appropriate for the given data set. 

The predicted value of the ARIMA model for training 

data is plotted in Figure 7. 

    

Figure 7. Failure prediction with ARIMA (0,1,1) model 

0

10

20

30

40

50

0 500 1000 1500 2000 2500

F
ai

lu
re

 n
u
m

b
er

Cumulative times between failures 



B. Ervural, G. Kaynak / BEU Fen Bilimleri Dergisi 13 (3), 618-632, 2024 

626 
 

In the case study, a multilayer NAR-NN was 

utilized for fault time prediction, characterized by its 

ability to model temporal dependencies through an 

autoregressive approach. This network, implemented 

in MATLAB, comprised one input layer, ten hidden 

layers, and one output layer. The choice of a lag of 1 

allowed the network to use the immediate past value 

for making predictions. The hidden layers, numbering 

ten, were selected to provide sufficient depth for 

capturing complex patterns in the data, balancing 

model complexity with computational efficiency. 

Figure 8 shows the architecture of the NAR neural 

network. 

The network employed the Levenberg-

Marquardt algorithm for training, chosen for its speed 

and accuracy in converging to optimal solutions 

compared to other algorithms. The training was 

conducted over 1000 epochs to ensure thorough 

learning from the data, minimizing risks of 

underfitting. The network performance was evaluated 

using the Mean Squared Error (MSE), a standard 

metric for regression tasks that effectively quantifies 

prediction accuracy. The activation function used in 

the hidden layers was the hyperbolic tangent sigmoid 

(tansig), which was preferred for its strong gradients 

and reduced risk of neuron saturation, facilitating 

stable and effective learning. Combining these 

parameters and methods ensured a robust model 

capable of accurately predicting fault times. 

 

Figure 8. The architecture of the NAR-NN 

The residual values, 𝑦(𝑖),  are obtained by 

finding the difference between the ARIMA model's 

estimated value and the actual data using Eq. (4), and 

then they are used in the estimation process of the 

NAR-NN model.  To build the neural network model, 

42 instances of fault data were used from the dataset, 

while eight cases were kept aside for testing. Based 

on the dataset, the model accurately calculates the 

predicted values for eight residual values. The 

predicted residual, 𝑦�̂�(𝑖), values for test data get 

presented in Table 2. To obtain the failure prediction 

results, (𝑥𝑡
∗(𝑖)) for the hybrid approach, Eq. (5) is 

used. The failure prediction values of the hybrid 

model are also provided in Table 2. 

Table 2. Validation of the hybrid method with test data 

Failure 

no 

Observed 

values 

𝑦𝑡(𝑖) 

ARIMA 

�̂�(𝑖) 

Residual 

values 

𝑦(𝑖) 

Predicted 

residual 

values 

𝑦�̂�(𝑖) 

Predicted 

values 

𝑥𝑡
∗(𝑖) 

43 1980 2125.5 145.5 120.1 2005.4 

44 2043 2392.5 349.5 324.7 2067.8 

45 2153 2693.1 540.1 522.0 2171.1 

46 2246 3031.4 785.4 777.4 2254.0 

47 2258 3412.2 1154.2 1163.3 2249.0 

48 2335 3840.9 1505.9 1527.3 2313.6 

49 2362 4323.4 1961.4 1978.7 2344.7 

50 2485 4866.5 2381.5 2404.1 2462.4 

 

Table 3 reveals the statistical results of the 

test data for the ARIMA, NAR-NN, and hybrid 

models. The ARIMA model has a MAPE value of 

43.375, the NAR-NN model has a MAPE value of 

5.117, and the hybrid model has a MAPE value of 

0.832. Figure 9 shows the trend of the error rate of the 

prediction models over time.  According to Lewis 

[60], the MAPE values are classified as follows:  

- "Very good" for MAPE below 10%  

- "Good" for MAPE between 10% and 20%  

- "Acceptable" for MAPE between 20% and 50%  

- "Incorrect and faulty" for MAPE above 50%  

         With this evaluation, we can confidently say 

that the hybrid and ANN models offer exceptional 

results, while the ARIMA model's results are 

unacceptable. Moreover, the hybrid model 

outperforms the ANN model with its lower MAPE 

value. Therefore, the hybrid model is the most reliable 

choice for accurate predictions. 

Table 3. Comparison results of the test data 

# 
Observed 

values 

ARIMA (0,1,1) NAR-NN 
Hybrid 

Model 

Model 

value 

Error 

% 

Model 

value 

Error 

% 

Model 

value 

Error 

% 

Out-of-sample 

43 1980 2125.5 0.073 1980.0 0.000 2005.4 0.013 

44 2043 2392.5 0.171 2107.4 0.032 2067.8 0.012 

45 2153 2693.1 0.251 2159.0 0.003 2171.1 0.008 

46 2246 3031.4 0.350 2159.0 0.039 2254.0 0.004 

47 2258 3412.2 0.511 2159.0 0.044 2249.0 0.004 

48 2335 3840.9 0.645 2159.0 0.075 2313.6 0.009 

49 2362 4323.4 0.830 2159.0 0.086 2344.7 0.007 

50 2485 4866.5 0.958 2159.0 0.131 2462.4 0.009 

MAPE (%) 

(#43-50) 
 47.375  5.117  0.832 

Linear Regression and Winters' method are 

also applied for the machine failure data to verify the 
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proposed method's effectiveness. The results, as 

summarized in Table 4, demonstrate significant 

differences in accuracy and error across the methods.  

Linear regression performed the worst, with a high 

MAPE of 39.071% and an RMSE of 136.5, indicating 

poor prediction accuracy. Winters’ method showed 

better performance with a MAPE of 7.829% and an 

RMSE of 93.30, but still fell short compared to more 

advanced models. ARIMA improved further, 

achieving a MAPE of 7.361% and an RMSE of 101.9, 

reflecting its capability to model time series data more 

effectively. The NAR-NN demonstrated a significant 

improvement, with a MAPE of 1.586% and an RMSE 

of 9.807, indicating its strong ability to capture 

nonlinear relationships and temporal dependencies. 

However, the proposed hybrid model outperformed 

all other methods, achieving the lowest MAPE of 

0.384% and an RMSE of 2.167, showcasing the 

advantages of combining multiple techniques for 

superior accuracy and minimal prediction errors. 

   

6. Conclusion and Suggestions 

 

The primary objective of this research is to ensure 

the efficient functioning of a food production 

company's production line by foreseeing and 

preventing potential breakdowns through strategic 

maintenance planning. The focus lies in foreseeing 

unexpected downtime, conducting predictive studies 

on machine breakdowns, and scheduling maintenance 

at optimal intervals. The right timing for scheduling 

maintenance is crucial in averting unforeseen 

breakdowns, avoiding unnecessary disruptions in 

production, and reducing waste. 

 

Figure 9. Trends of percentage of forecasting error 

Table 4. Comparison of failure prediction results 

Data Methods MAPE 

(%) 

RMSE 

machine 

failure data 

Linear 

regression 

39.071 136.5 

Winters’ 7.829 93.30 

ARIMA 7.361 101.9 

NAR-NN 1.586 9.807 

Hybrid model 0.384 2.167 

The study proposes a hybrid ARIMA-ANN 

method that combines time series and machine 

learning techniques. This hybrid model effectively 

integrates the strengths of linear and non-linear 

models to develop a preventive maintenance plan that 

can anticipate future potential breakdowns. This plan 

takes proactive measures to prevent breakdowns by 

scheduling maintenance at the appropriate times. The 

hybrid model outperforms traditional linear and non-

linear models. Below, we have itemized the 

discussions and findings into industrial gains. 

• The proposed hybrid model accurately predicts 

machine faults, allowing for predictive 

maintenance planning. This reduces unplanned 

downtimes and improves overall production 

efficiency. 

• By predicting faults and performing maintenance 

before failures occur, companies can avoid the 

high costs associated with emergency repairs, 

production stoppages, and idle labor. 

• The model helps ensure that machinery operates 

smoothly and reliably, thereby extending the 

lifespan of equipment and reducing the 

frequency of maintenance interventions. 

• Accurate fault predictions help streamline 

maintenance schedules, ensuring that 

maintenance activities are performed at optimal 
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times, minimizing disruptions to the production 

process. 

This study contributes to the body of 

knowledge on predictive maintenance by 

demonstrating the effectiveness of a hybrid ARIMA-

ANN model in a real-world industrial setting, 

specifically within the food industry. Integrating 

ARIMA and ANN models addresses linear and non-

linear data patterns, offering a robust approach to fault 

prediction. This hybrid methodology can be adapted 

and applied to other industries and machinery types.  

While this study focused on a food production 

company, the hybrid ARIMA-ANN model we 

developed for predictive maintenance is highly 

adaptable and applicable to various industries with 

similar maintenance challenges. The model combines 

the strengths of linear and non-linear prediction 

methods, making it suitable for industries such as 

manufacturing, automotive, aerospace, and energy 

sectors that require accurate maintenance planning. It 

relies on historical fault data and operational 

parameters, which are common across different 

industries, and its scalable methodology ensures 

consistent data collection, preprocessing, and model 

training for both large-scale production lines and 

smaller units. The model's parameters can be 

customized to meet specific maintenance 

requirements and operational conditions of various 

sectors. 

While the hybrid ARIMA-ANN model 

showed promising results in predicting machine faults 

with the available data, it is essential to note that 

neural networks typically benefit from larger datasets. 

Increasing the volume of training data can enhance 

the model's reliability and generalization capabilities. 

Future studies should collect and utilize as much data 

as possible to improve prediction accuracy. To further 

validate the model, future research could implement 

it across different industries and compare 

performance metrics, benchmark it against existing 

industry-specific maintenance tools, and test it with 

diverse data types and machinery to ensure robustness 

and adaptability. 

Contributions of the authors 

Bilal Ervural: Conceptualization, Research Design, 

Editing, Supervision, Model Development, 

Manuscript Writing, Review, Final Approval. Gamze 

Kaynak: Literature Review, Data Collection, Data 

Analysis, Model Development. 

Conflict of Interest Statement 

There is no conflict of interest between the authors. 

 

Statement of Research and Publication Ethics 

The study complies with research and publication 

ethics. 

 

References 

 

[1] J. Leukel, J. González, and M. Riekert, “Adoption of machine learning technology for failure 

prediction in industrial maintenance: A systematic review,” J. Manuf. Syst., vol. 61, no. September, 

pp. 87–96, 2021, doi: 10.1016/j.jmsy.2021.08.012. 

[2] D. M. Louit, R. Pascual, and A. K. S. Jardine, “A practical procedure for the selection of time-to-

failure models based on the assessment of trends in maintenance data,” Reliab. Eng. Syst. Saf., vol. 

94, no. 10, pp. 1618–1628, Oct. 2009, doi: 10.1016/J.RESS.2009.04.001. 

[3] M. Zufle, J. Agne, J. Grohmann, I. Dortoluk, and S. Kounev, “A Predictive Maintenance 

Methodology: Predicting the Time-to-Failure of Machines in Industry 4.0,” in 2021 IEEE 19th 

International Conference on Industrial Informatics (INDIN), IEEE, Jul. 2021, pp. 1–8. doi: 

10.1109/INDIN45523.2021.9557387. 

[4] E. F. Alsina, M. Chica, K. Trawiński, and A. Regattieri, “On the use of machine learning methods to 

predict component reliability from data-driven industrial case studies,” Int. J. Adv. Manuf. Technol., 

vol. 94, no. 5–8, pp. 2419–2433, Feb. 2018, doi: 10.1007/s00170-017-1039-x. 

[5] W. Zhao, T. Tao, and E. Zio, “System reliability prediction by support vector regression with analytic 

selection and genetic algorithm parameters selection,” Appl. Soft Comput., vol. 30, pp. 792–802, May 

2015, doi: 10.1016/J.ASOC.2015.02.026. 

[6] M. Baptista, S. Sankararaman, I. P. de Medeiros, C. Nascimento, H. Prendinger, and E. M. P. 

Henriques, “Forecasting fault events for predictive maintenance using data-driven techniques and 

ARMA modeling,” Comput. Ind. Eng., vol. 115, no. September 2017, pp. 41–53, Jan. 2018, doi: 

10.1016/j.cie.2017.10.033. 



B. Ervural, G. Kaynak / BEU Fen Bilimleri Dergisi 13 (3), 618-632, 2024 

629 
 

[7] M. Fernandes, A. Canito, J. M. Corchado, and G. Marreiros, “Fault Detection Mechanism of a 

Predictive Maintenance System Based on Autoregressive Integrated Moving Average Models,” in 

Advances in Intelligent Systems and Computing, vol. 1003, Springer International Publishing, 2020, 

pp. 171–180. doi: 10.1007/978-3-030-23887-2_20. 

[8] M. Ángel, N. Álvarez, J. Carpio Ibáñez, and C. Sancho De Mingo, “Reliability Assessment of 

Repairable Systems Using Simple Regression Models,” Int. J. Math. Eng. Manag. Sci., vol. 6, no. 1, 

pp. 180–192, 2021, doi: 10.33889/IJMEMS.2021.6.1.011. 

[9] H. İ. Ayaz and Z. Ozturk, Kamisli, “Shilling Attack Detection with One Class Support Vector 

Machines,” Necmettin Erbakan Üniversitesi Fen ve Mühendislik Bilim. Derg., vol. 5, no. 2, pp. 246–

256, Dec. 2023, doi: 10.47112/neufmbd.2023.22. 

[10] S. Fernandes, M. Antunes, A. R. Santiago, J. P. Barraca, D. Gomes, and R. L. Aguiar, “Forecasting 

Appliances Failures: A Machine-Learning Approach to Predictive Maintenance,” Information, vol. 

11, no. 4, p. 208, Apr. 2020, doi: 10.3390/info11040208. 

[11] G. Makridis, D. Kyriazis, and S. Plitsos, “Predictive maintenance leveraging machine learning for 

time-series forecasting in the maritime industry,” in 2020 IEEE 23rd International Conference on 

Intelligent Transportation Systems (ITSC), IEEE, Sep. 2020, pp. 1–8. doi: 

10.1109/ITSC45102.2020.9294450. 

[12] S. Ayvaz and K. Alpay, “Predictive maintenance system for production lines in manufacturing: A 

machine learning approach using IoT data in real-time,” Expert Syst. Appl., vol. 173, no. September 

2020, p. 114598, Jul. 2021, doi: 10.1016/j.eswa.2021.114598. 

[13] M. Bevilacqua, M. Braglia, M. Frosolini, and R. Montanari, “Failure rate prediction with artificial 

neural networks,” J. Qual. Maint. Eng., vol. 11, no. 3, pp. 279–294, Sep. 2005, doi: 

10.1108/13552510510616487. 

[14] P. Samaranayake and S. Kiridena, “Aircraft maintenance planning and scheduling: An integrated 

framework,” J. Qual. Maint. Eng., vol. 18, no. 4, pp. 432–453, Oct. 2012, doi: 

10.1108/13552511211281598. 

[15] C. Guedes Soares, Ed., Safety and Reliability of Industrial Products, Systems and Structures. CRC 

Press, 2010. doi: 10.1201/b10572. 

[16] S. Kolidakis, G. Botzoris, V. Profillidis, and P. Lemonakis, “Road traffic forecasting — A hybrid 

approach combining Artificial Neural Network with Singular Spectrum Analysis,” Econ. Anal. 

Policy, vol. 64, pp. 159–171, Dec. 2019, doi: 10.1016/J.EAP.2019.08.002. 

[17] G. Aydin, I. Karakurt, and C. Hamzacebi, “Artificial neural network and regression models for 

performance prediction of abrasive waterjet in rock cutting,” Int. J. Adv. Manuf. Technol., vol. 75, no. 

9–12, pp. 1321–1330, Dec. 2014, doi: 10.1007/s00170-014-6211-y. 

[18] P. G. Zhang, “Time series forecasting using a hybrid ARIMA and neural network model,” 

Neurocomputing, vol. 50, pp. 159–175, Jan. 2003, doi: 10.1016/S0925-2312(01)00702-0. 

[19] A. Bahadır and C. Aydin, “Talaşlı İmalat Sektöründe Zaman Serileri Kullanarak Üretim Etkililiğinin 

Tahmini,” Bilişim Teknol. Derg., vol. 11, no. 4, pp. 407–416, Oct. 2018, doi: 

10.17671/gazibtd.383339. 

[20] A. Safari and M. Davallou, “Oil price forecasting using a hybrid model,” Energy, vol. 148, pp. 49–58, 

Apr. 2018, doi: 10.1016/j.energy.2018.01.007. 

[21] J.-J. Wang, J.-Z. Wang, Z.-G. Zhang, and S.-P. Guo, “Stock index forecasting based on a hybrid 

model,” Omega, vol. 40, no. 6, pp. 758–766, Dec. 2012, doi: 10.1016/j.omega.2011.07.008. 

[22] Z. Li, Y. Wang, and K.-S. Wang, “Intelligent predictive maintenance for fault diagnosis and 

prognosis in machine centers: Industry 4.0 scenario,” Adv. Manuf., vol. 5, no. 4, pp. 377–387, Dec. 

2017, doi: 10.1007/s40436-017-0203-8. 

[23] L. Zuo, L. Zhang, Z.-H. Zhang, X.-L. Luo, and Y. Liu, “A spiking neural network-based approach to 

bearing fault diagnosis,” J. Manuf. Syst., vol. 61, pp. 714–724, Oct. 2021, doi: 

10.1016/j.jmsy.2020.07.003. 

[24] G. Scalabrini Sampaio, A. R. de A. Vallim Filho, L. Santos da Silva, and L. Augusto da Silva, 

“Prediction of Motor Failure Time Using An Artificial Neural Network,” Sensors, vol. 19, no. 19, p. 

4342, Oct. 2019, doi: 10.3390/s19194342. 

[25] J. Ben Ali, N. Fnaiech, L. Saidi, B. Chebel-Morello, and F. Fnaiech, “Application of empirical mode 

decomposition and artificial neural network for automatic bearing fault diagnosis based on vibration 



B. Ervural, G. Kaynak / BEU Fen Bilimleri Dergisi 13 (3), 618-632, 2024 

630 
 

signals,” Appl. Acoust., vol. 89, pp. 16–27, Mar. 2015, doi: 10.1016/J.APACOUST.2014.08.016. 

[26] A. K. Mahamad, S. Saon, and T. Hiyama, “Predicting remaining useful life of rotating machinery 

based artificial neural network,” Comput. Math. with Appl., vol. 60, no. 4, pp. 1078–1087, Aug. 2010, 

doi: 10.1016/J.CAMWA.2010.03.065. 

[27] J. Zhang, P. Wang, R. Yan, and R. X. Gao, “Deep Learning for Improved System Remaining Life 

Prediction,” Procedia CIRP, vol. 72, pp. 1033–1038, Jan. 2018, doi: 10.1016/J.PROCIR.2018.03.262. 

[28] W. J. Lee, H. Wu, H. Yun, H. Kim, M. B. G. Jun, and J. W. Sutherland, “Predictive Maintenance of 

Machine Tool Systems Using Artificial Intelligence Techniques Applied to Machine Condition 

Data,” Procedia CIRP, vol. 80, pp. 506–511, Jan. 2019, doi: 10.1016/J.PROCIR.2018.12.019. 

[29] A. Paithankar and S. Chatterjee, “Forecasting time-to-failure of machine using hybrid Neuro-genetic 

algorithm – a case study in mining machinery,” Int. J. Mining, Reclam. Environ., vol. 32, no. 3, pp. 

182–195, Apr. 2018, doi: 10.1080/17480930.2016.1262499. 

[30] D. Yang, X. Hai, Y. Ren, J. Cui, K. Li, and S. Zeng, “A hybrid fault prediction method for control 

systems based on extended state observer and hidden Markov model,” Asian J. Control, vol. 25, no. 

1, pp. 418–432, Jan. 2023, doi: 10.1002/ASJC.2802. 

[31] S. Xu, H. K. Chan, and T. Zhang, “Forecasting the demand of the aviation industry using hybrid time 

series SARIMA-SVR approach,” Transp. Res. Part E Logist. Transp. Rev., vol. 122, pp. 169–180, 

Feb. 2019, doi: 10.1016/J.TRE.2018.12.005. 

[32] K. Celikmih, O. Inan, and H. Uguz, “Failure Prediction of Aircraft Equipment Using Machine 

Learning with a Hybrid Data Preparation Method,” Sci. Program., vol. 2020, 2020, doi: 

10.1155/2020/8616039. 

[33] S. Dindarloo, “Reliability forecasting of a load-haul-dump machine: A comparative study of ARIMA 

and neural networks,” Qual. Reliab. Eng. Int., vol. 32, no. 4, pp. 1545–1552, Jun. 2016, doi: 

10.1002/qre.1844. 

[34] H. Liu, “Application of industrial Internet of things technology in fault diagnosis of food machinery 

equipment based on neural network,” Soft Comput., vol. 27, no. 13, pp. 9001–9018, Jul. 2023, doi: 

10.1007/s00500-023-08412-5. 

[35] I. Setiawan, A. Bahrudin, M. M. Arifin, W. I. Fipiana, and V. Lusia, “Analysis of Preventive 

Maintenance and Breakdown Maintenance on Production Achievement in the Food Seasoning 

Industry,” OPSI, vol. 14, no. 2, pp. 253–261, Dec. 2021, doi: 10.31315/OPSI.V14I2.5540. 

[36] V. M. Vargas, R. Rosati, C. Hervás-Martínez, A. Mancini, L. Romeo, and P. A. Gutiérrez, “A hybrid 

feature learning approach based on convolutional kernels for ATM fault prediction using event-log 

data,” Eng. Appl. Artif. Intell., vol. 123, p. 106463, Aug. 2023, doi: 10.1016/j.engappai.2023.106463. 

[37] D. L. Rivera, M. R. Scholz, C. Bühl, M. Krauss, and K. Schilling, “Is Big Data About to Retire 

Expert Knowledge? A Predictive Maintenance Study,” IFAC-PapersOnLine, vol. 52, no. 24, pp. 1–6, 

Jan. 2019, doi: 10.1016/j.ifacol.2019.12.364. 

[38] N. Aktepe, “Toplam verimli bakım ve bir imalat işletmesinde uygulaması,” Akdeniz Üniversitesi, 

2007. Accessed: Mar. 31, 2024. [Online]. Available: 

http://acikerisim.akdeniz.edu.tr/xmlui/handle/123456789/5011 

[39] M. A. Mansor, A. Ohsato, and S. Sulaiman, “Knowledge Management for Maintenance Activities in 

the Manufacturing Sector,” Int. J. Automot. Mech. Eng., vol. 5, no. 1, pp. 612–621, Jun. 2012, doi: 

10.15282/ijame.5.2012.7.0048. 

[40] R. Abbassi, J. Bhandari, F. Khan, V. Garaniya, and S. Chai, “Developing a Quantitative Risk-based 

Methodology for Maintenance Scheduling Using Bayesian Network,” Chem. Eng. Trans., vol. 48, pp. 

235–240, Apr. 2016, doi: 10.3303/CET1648040. 

[41] A. Medeiros, A. Sartori, S. F. Stefenon, L. H. Meyer, and A. Nied, “Comparison of artificial 

intelligence techniques to failure prediction in contaminated insulators based on leakage current,” J. 

Intell. Fuzzy Syst., vol. 42, no. 4, pp. 3285–3298, Mar. 2022, doi: 10.3233/JIFS-211126. 

[42] R. Kang et al., “A method of online anomaly perception and failure prediction for high-speed 

automatic train protection system,” Reliab. Eng. Syst. Saf., vol. 226, p. 108699, Oct. 2022, doi: 

10.1016/j.ress.2022.108699. 

[43] B. Soylu, H. Yiğiter, V. Sarıkaya, Z. Sandıkçı, and A. Utku, “Kestirimci bakim planlama için makine 

öğrenmesi temelli bir karar destek sistemi ve bir uygulama,” Veriml. Derg., vol. 0, no. Dijital 

Dönüşüm ve Verimlilik, pp. 48–66, Jan. 2022, doi: 10.51551/verimlilik.988104. 



B. Ervural, G. Kaynak / BEU Fen Bilimleri Dergisi 13 (3), 618-632, 2024 

631 
 

[44] S. PERÇİN and S. ÇAKIR, “Çok Kriterli Karar Verme Teknikleriyle Lojistik Firmalarında 

Performans Ölçümü,” Ege Akad. Bakis (Ege Acad. Rev., vol. 13, no. 4, pp. 449–449, 2013, doi: 

10.21121/eab.2013418079. 

[45] M. Cakir, M. A. Guvenc, and S. Mistikoglu, “The experimental application of popular machine 

learning algorithms on predictive maintenance and the design of IIoT based condition monitoring 

system,” Comput. Ind. Eng., vol. 151, p. 106948, Jan. 2021, doi: 10.1016/j.cie.2020.106948. 

[46] A. Birolini, Reliability Engineering. Berlin, Heidelberg: Springer Berlin Heidelberg, 2004. doi: 

10.1007/978-3-662-05409-3. 

[47] S. Sajid, A. Haleem, S. Bahl, M. Javaid, T. Goyal, and M. Mittal, “Data science applications for 

predictive maintenance and materials science in context to Industry 4.0,” Mater. Today Proc., vol. 45, 

pp. 4898–4905, Jan. 2021, doi: 10.1016/J.MATPR.2021.01.357. 

[48] G. E. P. Box, G. M. Jenkins, G. C. Reinsel, and G. M. Ljung, Time series analysis: forecasting and 

control. John Wiley & Sons, 2015. 

[49] Q. Jiang, L. Zhu, C. Shu, and V. Sekar, “An efficient multilayer RBF neural network and its 

application to regression problems,” Neural Comput. Appl., vol. 34, no. 6, pp. 4133–4150, Mar. 2022, 

doi: 10.1007/s00521-021-06373-0. 

[50] P. H. Borghi, O. Zakordonets, and J. P. Teixeira, “A COVID-19 time series forecasting model based 

on MLP ANN,” Procedia Comput. Sci., vol. 181, pp. 940–947, Jan. 2021, doi: 

10.1016/J.PROCS.2021.01.250. 

[51] A. Di Piazza, M. C. Di Piazza, G. La Tona, and M. Luna, “An artificial neural network-based 

forecasting model of energy-related time series for electrical grid management,” Math. Comput. 

Simul., vol. 184, pp. 294–305, Jun. 2021, doi: 10.1016/J.MATCOM.2020.05.010. 

[52] T. Sarı, S. R. Şensoy, A. E. Nurbaki, and İ. A. Ağaç, “Yapay Sinir Ağları Yaklaşımı ile Talep 

Tahmini: Madeni Eşya İmalat Sektöründe Bir Uygulama,” Veriml. Derg., vol. 57, no. 4, pp. 701–718, 

Oct. 2023, doi: 10.51551/VERIMLILIK.1327524. 

[53] L. Ruiz, M. Cuéllar, M. Calvo-Flores, and M. Jiménez, “An Application of Non-Linear 

Autoregressive Neural Networks to Predict Energy Consumption in Public Buildings,” Energies, vol. 

9, no. 9, p. 684, Aug. 2016, doi: 10.3390/en9090684. 

[54] F. Çoban and L. Demir, “Yapay Sinir Ağları ve Destek Vektör Regresyonu ile Talep Tahmini: Gıda 

İşletmesinde Bir Uygulama,” Dokuz Eylül Üniversitesi Mühendislik Fakültesi Fen ve Mühendislik 

Derg., vol. 23, no. 67, pp. 327–338, Jan. 2021, doi: 10.21205/deufmd.2021236729. 

[55] Ü. Ç. Büyükşahin and Ş. Ertekin, “Tek değişkenli zaman serileri tahmini için öznitelik tabanlı hibrit 

ARIMA-YSA modeli,” Gazi Üniversitesi Mühendislik Mimar. Fakültesi Derg., vol. 35, no. 1, pp. 

467–478, 2020, doi: 10.17341/GAZIMMFD.508394. 

[56] M. B. Erturan and F. Merdivenci, “Zaman serileri analizi için optimize ARIMA-YSA melez modeli,” 

Gazi Üniversitesi Mühendislik Mimar. Fakültesi Derg., vol. 37, no. 2, pp. 1019–1032, 2022, doi: 

10.17341/GAZIMMFD.889513. 

[57] L. Wang, H. Zou, J. Su, L. Li, and S. Chaudhry, “An ARIMA-ANN Hybrid Model for Time Series 

Forecasting,” Syst. Res. Behav. Sci., vol. 30, no. 3, pp. 244–259, May 2013, doi: 10.1002/SRES.2179. 

[58] M. Khashei and M. Bijari, “A novel hybridization of artificial neural networks and ARIMA models 

for time series forecasting,” Appl. Soft Comput., vol. 11, no. 2, pp. 2664–2675, Mar. 2011, doi: 

10.1016/J.ASOC.2010.10.015. 

[59] C. N. Babu and B. E. Reddy, “A moving-average filter based hybrid ARIMA–ANN model for 

forecasting time series data,” Appl. Soft Comput., vol. 23, pp. 27–38, Oct. 2014, doi: 

10.1016/j.asoc.2014.05.028. 

[60] Colin D. Lewis, “Industrial and Business Forecasting Methods: A Practical Guide to Exponential 

Smoothing and Curve Fitting,” Butterworth Sci., no. June 1981, pp. 111–153, 1982. 

 



B. Ervural, G. Kaynak / BEU Fen Bilimleri Dergisi 13 (3), 618-632, 2024 

632 
 

Appendix 

Table A1. Actual TBFs and cumulative data  

Failure No TBFs (hour) Cumulative TBFs (hour) Failure No TBFs (hour) Cumulative TBFs (hour) 

1 39 39 26 386 1181 

2 43 82 27 44 1225 

3 50 132 28 111 1336 

4 29 161 29 44 1380 

5 19 180 30 48 1428 

6 19 199 31 39 1467 

7 21 220 32 76 1543 

8 22 242 33 97 1640 

9 25 267 34 19 1659 

10 38 305 35 37 1696 

11 27 332 36 15 1711 

12 14 346 37 17 1728 

13 23 369 38 91 1819 

14 36 405 39 47 1866 

15 20 425 40 8 1874 

16 23 448 41 28 1902 

17 16 464 42 50 1952 

18 123 587 43 28 1980 

19 25 612 44 63 2043 

20 23 635 45 110 2153 

21 59 694 46 93 2246 

22 7 701 47 12 2258 

23 43 744 48 77 2335 

24 36 780 49 27 2362 

25 15 795 50 123 2485 

 

 

 


