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Abstract  Keywords 

Arrhythmias, also known as irregular heartbeats, are important health problems that 

must be accurately identified to diagnose and treat cardiovascular disease. Within the 

scope of this study, a network for classifying arrhythmias, which are important in the 

diagnosis and treatment of cardiovascular diseases, was proposed by using one-

dimensional convolutional neural network (1D CNN), one of the deep learning 

techniques. With the proposed 1D-CNN architecture, arrhythmia types and normal 

rhythm ECGs were subjected to a more detailed examination from general to specific 

according to urgency situations. In the classifications made, first of all, a binary 

classification was made and an evaluation was made as whether there was a life risk 

or not. In triple, quadruple and six-fold classification, the detection of arrhythmia 

status is detailed. More complex classifications have helped to define different types 

of arrhythmias in more detail. This study proposes a deep learning network for 

automatic identification and classification of arrhythmias and shows that different 

arrhythmia conditions can be diagnosed with a single network model by applying the 

proposed network structure to multi-class arrhythmia disorders. 
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1. INTRODUCTION 
 

The heart is the most vital organ for humans, and diseases that affect the heart and blood vessels are 

called cardiovascular diseases [1]. The term cardiovascular disease refers to a wide range of conditions 

that affect the heart and blood vessels [2]. According to the World Health Organization, 17.9 million 

deaths occurred from cardiovascular diseases in 2016. This number is expected to increase to 23.6 

million in 2030 [3]. The heart's continuous electrical activity is essential for assessing its health and 

function. A medical procedure called an electrocardiogram (ECG) is used to observe and record the 

electrical activity of the heart. ECG is very important for diagnosing and following up heart diseases as 

it quickly evaluates the electrical rhythm and structure of the heart non-invasively. 

 

Additionally, using ECG, diseases such as arrhythmia [4], coronary artery [5], myocardial infarction 

[6], pericarditis [7], cardiomyopathy [8], hypertrophic cardiomyopathy [9] and pulmonary embolism 

[10] can be diagnosed. Arrhythmia, being among these ailments, manifests in various forms, including 

AF, atrial flutter, ventricular tachycardia, bradycardia, supraventricular tachycardia (SVT), ventricular 

fibrillation, and premature atrial or ventricular contractions. Occasionally, arrhythmias cannot be 

diagnosed immediately using ECG alone [11]. Additionally, 20% of atrial fibrillation cases occur 

without any symptoms [12]. In such cases, doctors resort to additional methods such as Diagnostic 

Holter monitor, event monitor, stress test, electrophysiological test or echocardiogram [13]. When 

arrhythmias are not diagnosed and treated early, they can lead to serious health problems such as heart 

failure, stroke, cardiac arrest or cause symptoms that reduce the quality of life such as dizziness, fainting, 
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shortness of breath, chest pain and depression [14]. Early diagnosis and appropriate treatment can reduce 

the risk of complications from arrhythmia and significantly improve a patient's quality of life [15]. 

 

Nowadays, detecting arrhythmia from ECG signals using artificial intelligence techniques is a Machine 

Learning (ML) and Deep Learning (DL) techniques are employed to detect arrhythmias. A review of 

these research studies, focusing on work from the past twelve years, reveals that out of 40 studies, 29 

(or 72.5%) utilized DL methods, nine (22.5%) applied ML methods, and two studies integrated both 

approaches for arrhythmia prediction [16]. Traditional methods for diagnosing arrhythmias with 

computer assistance rely on established medical rules but exploring artificial intelligence approaches 

can provide doctors with highly precise tools for diagnosing arrhythmias. Artificial intelligence 

algorithms could be embedded in smart ECG devices to help more people screen for arrhythmias early 

[17]. In classifications made using ML algorithms, the feature extraction part usually varies significantly 

in the success of the study, so different approaches are used for feature extraction [18]. One of the most 

essential features extracted is peak detection [19], [20]. Some of the other methods used are empirical 

mode decomposition, Pan Tompkins Algorithm, Hilbert and Wavelet Transform [21]–[23]. 

 

Literature reviews on the efficacy of deep learning (DL) algorithms versus traditional ML in diagnosing 

arrhythmias from electrocardiograms (ECGs) indicate that DL algorithms demonstrate enhanced 

performance in detecting and classifying ECG arrhythmias, surpassing the capabilities of conventional 

ML techniques. Deep learning methods offer superior performance with automatic feature selections 

without requiring manual feature selection and extraction [24]. DL algorithms are known to be effective 

in detecting conditions such as AF and Premature Ventricular Contraction (PVC), which rely on single 

heartbeats and require the identification of patterns between multiple beats [25]. Studies have been 

conducted in the literature using different DL methods to detect arrhythmia from ECGs [26], [27]. 

Studies have shown that artificial intelligence and DL techniques are increasingly used in ECG-based 

arrhythmia detection and that the use of DL algorithms in the healthcare sector is developing. Increasing 

success in the methods significantly reduces the pressure on doctors to analyze ECGs, resulting in 

significant advances in arrhythmia diagnosis. 

 

Evaluation of existing methods does not show any significant difference in arrhythmia classification 

based on ECG signals. Most existing methods use multilayered and complex deep learning models. This 

leads to overfitting on limited and unbalanced data sets. Additionally, models trained on specific datasets 

have difficulty generalizing across different patient populations and varying ECG signal characteristics. 

The high computational requirements and long processing time of deep models limit timely decision 

making in clinical environments. Traditional methods often rely on manual feature extraction. Since it 

is not known which features perform best on the model, it can be time-consuming and may not 

effectively capture all relevant signal features. This study aims to address these gaps and proposes a 

simplified CNN architecture with two convolutional layers. The architecture is restricted to two 

convolutional layers, achieving a balance between model complexity and performance and reducing the 

risk of overfitting. When the simpler model structure is combined with regularization techniques such 

as batch normalization and dropout, the model's generalization ability across different datasets is 

enhanced. The reduced computational burden of the model makes it more suitable for real-time 

applications in clinical settings. By leveraging the automatic feature extraction capabilities of CNN, our 

approach eliminates manual intervention and is able to capture signal features more comprehensively. 

 

Within the scope of this study, the data were subjected to four different classifications. In the first 

classification, arrhythmia types were classified as life-threatening arrhythmias and less dangerous 

conditions. These two categories differ markedly in terms of potential health risks and the need for 

immediate intervention. In addition, the data were examined in three and four classes to examine it more 

thoroughly. Finally, the performance metrics of the model were examined by classification for six 

different situations. 
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The proposed study aims to offer a layered approach according to the severity or urgency of arrhythmias 

and develop an auxiliary artificial intelligence system to help manage situations requiring rapid 

intervention more effectively. 

 

It is aimed to prevent the development of a new model for each problem by applying the same network 

structure to different classification types. In this part of the study, a controversial analysis of the literature 

was made. In the remaining sections, information about the dataset in the material and method is given, 

the proposed method is mentioned, arrhythmia classification is mentioned and evaluation metrics are 

explained. The classification results were examined with graphs and tables in the evaluation results 

section. In the Conclusion section, a general evaluation of the study was made. 

 

2. MATERIALS AND METHODS 

 

In this study, a series of processing steps were applied to classify ECG signals. First, the raw ECG signal 

was divided into 2-second segments. The segmented data transformed into the frequency domain using 

the Fast Fourier Transform (FFT) method. The frequency spectra obtained from FFT were processed 

with a 1D Convolutional Neural Network (1D CNN), a DL based classification model. Figure 1 gives 

the implementation steps of the proposed model. Starting from the segmentation of the ECG signal, FFT 

application, processing with the CNN model and finally the classification results steps are visualized in 

the figure. This process shows how the model distinguishes different types of rhythms and how results 

are obtained for each classification group. 

 

 
Figure 1. Application steps of the proposed model. 

The classification process was performed in different scenarios based on clinical significance. The visual 

showing the classification scenarios and the data in these groups is given in Figure 2. The first of these 

classification scenarios is to divide the data into two groups: life-threatening arrhythmias and less 

dangerous or normal rhythms. Secondly, the data were divided into three groups. These are ventricular 

arrhythmias (more dangerous), potentially dangerous arrhythmias, supraventricular and normal 

rhythms. In another classification, the data is divided into four groups. In this classification, very 

dangerous ventricular arrhythmias, threatening ventricular arrhythmias, potentially dangerous 

arrhythmias, low-risk ventricular arrhythmias, and supraventricular and normal rhythms are discussed 

separately. In the final classification scenario, six groups were classified. Here, the entire ECG data set 

is divided into six separate groups and each group is classified within itself. Metrics like recall, 

specificity, F1 score, accuracy and the ROC curve were utilized to assess the performance of each 

classification scenario. These metrics were used to measure the potential effectiveness and reliability of 

our model in clinical practice. The model used in our study is CNN. In this model, the hyperparameters 

of the model were adjusted for each classification scenario and the model was classified into four 

different scenarios to provide the highest validation set performance. 
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Figure 2. Diagram showing classification groups. 

The figure shows how the classification scenarios are separated in our study. Binary classification aims 

to distinguish between life-threatening arrhythmias and less dangerous or normal rhythms. This 

distinction is critical to prioritizing emergency medical attention in clinical settings. Binary 

classification ensures that the model can accurately distinguish between critical categories. This allows 

patients requiring urgent treatment to be quickly identified. 

 

The three-class classification scenario, in contrast to the two-class classification, categorizes ECG 

signals into normal rhythms, potentially dangerous and supraventricular arrhythmias, and ventricular 

arrhythmias. It helps prioritize patients according to the severity of their condition. Unlike binary 

classification, triple classification also classifies potentially dangerous arrhythmias. 

 

Four-class and six-class classification scenarios aim to provide more detailed information for diagnosis 

and treatment by simultaneously classifying different arrhythmia types, capturing the entire spectrum of 

arrhythmia diversity. 

 

2.1. Dataset 
 

The first version of the arrhythmia dataset used in the study was the MIT-BIH Malignant Ventricular 

Ectopia Database (MVED) [28]. This database collected 48 half-hourly 2-channel ECG recordings from 

47 people. The data in the MVED dataset was divided into 2-second segments and labeled according to 

arrhythmia types by expert cardiologists. It became the High-Risk Labeled ECG Fragment dataset in 

PhysioNet [29], [30].  

 

The data contains ECG signals consisting of 6 different classes, one class containing normal and the 

other arrhythmia types.  There are a total of 1016 ECG records in the data set presented in PhysioNet. 

Each recording is presented in 4 different ways. The first of these is recorded as 2-second fragments, 

while the second, the version used in this study, is the full spectrum of the 2-second signal containing 

the range 0-180 Hz in 0.5 Hz steps. The third signal is the smoothed spectrum signal called 15_2, from 

which 15 features are extracted in 1 Hz steps in the 0-15 Hz range. The fourth and last recording method 

is the signal containing 10 features extracted in 1.5 Hz steps from 0-15 Hz. Since the process was carried 

out with a deep learning model within the scope of the study, the entire spectrum of the 2-second signal 

was used. Since there was an unbalanced distribution between classes in the data set, the SMOTE 

algorithm was used to balance the data set. 
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2.2. Arrhythmia Classification 

 

In this study, (1) Dangerous Arrhythmia, (2) The Early Form of Life-Threatening Arrhythmia, (3) Life-

Threatening Ventricular Arrhythmia, (4) Potentially Dangerous Ventricular Arrhythmia, (5) 

Supraventricular Arrhythmia and (6) Normal Rhythm classification has been made. It is as given in 

Figure 3. 

 

 
 

Figure 3. Types of ECG waves used for classification 

 

The heart rhythm of healthy people is a regular ECG, known as normal sinus rhythm. Dangerous 

Arrhythmias are Arrhythmias that are Dangerous and Require Urgent Intervention. These arrhythmias 

have two subsections: Ventricular Flutter (VFL) and Ventricular Fibrillation (VF). In VFL, the lower 

chambers of the heart (ventricles) beat too fast and irregularly, resulting in the heart's inability to pump 

blood effectively. VF is an emergency condition in which the ventricles contract irregularly and 

ineffectively, requiring cardiopulmonary resuscitation (CPR) and defibrillation. (2) The Early Form of 

Life-Threatening Arrhythmia (TdP) is a special type of ventricular tachycardia. It is associated with 

prolongation of the QT interval and is potentially dangerous. (3) Life-Threatening Ventricular 

Arrhythmia (VT), Ventricular tachycardia, is the ventricles beating in an abnormal and rapid rhythm. 

Fast heartbeats can lead to the inability to pump blood effectively. (4) Potentially Dangerous Ventricular 

Arrhythmia, these rhythms are divided into Ventricular Bigeminy (B), High Grade Ventricular Ectopic 

Activity (HGEA) and Ventricular Escape Rhythm (VER). B: It is the occurrence of a premature 

ventricular contraction (PVC) after each normal beat. This creates a regular pattern. HGEA is a high 

degree of abnormal ventricular activity, such as frequent ventricular extrasystoles or consecutive PVCs. 

VER, A condition in which the ventricles beat in an abnormally slow rhythm. It usually occurs when 

the sinus node or AV node cannot produce a rhythm fast enough. (5) Supraventricular Arrhythmia is 

divided into these rhythms as Atrial Fibrillation (AFIB), Supraventricular Tachyarrhythmia (SVTA), 

Sinus Bradycardia (SBR), First Degree Heart Block (BI) and Nodal Rhythm (NOD). AFIB is irregular 

and rapid beating of the atria (upper chambers of the heart). It may increase the risk of blood clots and 

stroke. SVTA is a fast heart rhythm originating from the atrium or AV node. SBR is a slower-than-

normal heart rate originating from the sinus node. BI is when each beat is delayed in passing through 

the AV node, but no beats are missed. NOD is the rhythm originating from the AV node and is usually 

slow. (6) These are divided into two in Normal Rhythm. Normal Sinus Rhythm (N) and Normal Rhythm 

with Extrasystole (Ne). N are heartbeats originating from the sinus node and occurring at normal 
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intervals. The Ne is the normal rhythm but with occasional extra beats (extrasystoles). Table 1 shows 

the classes in the ECG Database and the number of records in the classes. 

 
Table 1. Classes in the ECG Database and the number of records in the classes. 

 

Type Record 

Class 1 (VFL, VF) 337 

Class 2 (VTTdP) 72 

Class 3 (VTHR) 169 

Class 4 (VTLR, B, HGEA, VER) 132 

Class 5 (AFIB, SVTA SBR, BI, NOD) 106 

Class 6 (BBB, N, Ne) 200 

Total 1016 

 

2.3. Proposed Model 

 

In our study, the CNN architecture used to classify ECG data is shown in detail in Figure 4. In the first 

step, ECG signals were given as input to the CNN. The convolution layer contains two consecutive 

convolution layers to extract features from ECG data. Each convolution layer performs feature 

extraction on the data using 5x5 filters. The purpose of this process is to detect important signal patterns 

in the ECG data. Regularization Layers, following convolution layers, a dropout layer is implemented 

to prevent overlearning and increase model generalization ability. The dropout rate was set to 0.5, 

meaning half of the neurons were randomly disabled at each training step. After the pooling layer, the 

size of the feature maps was reduced using a max pooling layer. Using a 2x2 window, it selects the 

maximum values from each feature map, thus reducing the data size. The outputs of the flattening and 

fully connection pooling layer were flattened and then transferred to a fully connected layer containing 

200 neurons. This layer takes the flattened features and creates the final feature vector for classification. 

 

 
Figure 4. Structure of the proposed 1D-CNN Network. 

 
The model was trained and evaluated for different classification scenarios. Each classification scenario 

corresponds to ECG signal classes that represent specific medical conditions. Model performance was 

evaluated using various metrics such as precision, recall, accuracy F1 score and Matthews Correlation 

Coefficient (MCC).  

 

For the task at hand, which involves classifying ECG signals, we found that a simpler architecture with 

fewer layers was sufficient to achieve high accuracy. Adding more convolutional layers can lead to 

increased computational complexity and longer training times without significantly improving 

performance for such data. With limited training data, deeper networks are more prone to overfitting. 

While designing the CNN architecture chosen within the scope of the study, this architecture was 

preferred because a good balance between performance and calculation was not achieved in multi-layer 

networks. Using only two convolution layers, we aimed to balance model complexity and generalization 

ability. In our study, the hyperparameters used in the CNN architecture to classify arrhythmias from 

ECG data are learning rate, batch size, epoch size, dropout rate and optimizer. 0.001 was chosen as the 

learning rate. This value was found by performing a grid search to find the optimal value that effectively 

minimizes the loss function. 32 was used as a batch size. By balancing the batch size used, batch size, 

training speed and model performance, it was ensured that the gradient descent steps were neither too 

large nor too small. The model was trained with 150 epochs. This number is determined by where the 

training and validation losses meet. Thus, the data in the model was learned sufficiently and did not 

show overfitting. Additionally, a 50% dropout rate was applied to prevent overfitting. This value was 

chosen based on standard practices. RMSprop optimizer was used as the optimizer. This optimizer was 
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chosen for its efficient handling of sparse gradients and adaptive learning rate features, which helped in 

faster convergence. These hyperparameters were selected by a combination of grid search and manual 

tuning, considering the model's computational efficiency and generalization ability. In classifying ECG 

signals, we found that a simpler architecture with fewer layers was sufficient to achieve high accuracy. 

Adding more convolution layers can increase computational complexity and training times without 

significantly improving performance for this type of data. 

 

Since ECG signals are time series, the 1D-CNN method was chosen to process these signals in this 

study. Compared to other machine learning methods, 1D-CNN automatically extracts the features for 

classification. The model provides high accuracy with its simplicity and high performance, and it 

prevents overfitting. Thus, it stands out as a suitable network model for clinical studies. 

 

2.4. Performance Evaluation Metrics 

 

In our study, seven basic metrics were used to evaluate the performance of the CNN model used in 

classifying ECG signals. These are, respectively, confusion matrix [31], accuracy, precision, recall, F1 

Score, MCC, and ROC Curve. Accuracy is calculated is given in Equation (1). Here, TP represents the 

number of true positives, that is, those that are positive and predicted as positive by the classifier, and 

FP represents the number of positives that are positive but not predicted as positive by the classifier. FN 

refers to the number of false negatives, that is, it shows the number of those that were not predicted as 

negative by the classifier when they were negative. It shows the situations that are negative in the 

classification given by FP but are predicted as positive by the classifier. The precision metric measures 

how many of the cases classified as positive are actually positive. This indicates the accuracy of the 

positive predictions produced by our model and is calculated by the formula given in Equation (2). 

Recall indicates how much of all true positive cases are correctly classified. It is calculated as given in 

Equation (3). F1 score is the harmonic mean of precision and recall and combines both metrics in a 

balanced manner. How it is calculated is given in Equation (4). It evaluates how well the model performs 

overall. MCC is a metric that measures the quality of a classification performance by considering all 

four confusion matrix values. Both binary and multiple classifications can be used. How it is calculated 

is given in Equation (5). 

 

TP TN
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TN TN FP FN

+
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+ + +
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(5) 

 

3. FINDINGS AND DISCUSSION 

 

Four different classifications were made within the scope of the study. With the help of CNN network, 

arrhythmias were classified according to different conditions. Figure 5 shows the training process and 

losses of classification models with different numbers of groupings. Figure 5 a) shows the training and 

loss graph for binary classification. While the accuracy of the model increased over time, the loss value 
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decreased. It is seen that the model showed a steady improvement during the training process and 

reached a high accuracy rate without overfitting at the end of approximately 150 epochs. Figure 5 b) 

shows the training and loss graph for classifying ECG signals belonging to 3 different groups with the 

CNN network. In this graph, accuracy increased and loss decreased as the number of epochs increased. 

However, fluctuations in the loss graph may indicate that the model is starting to overfit the training 

data at specific points. Training and loss for 4 Group Classification in 5 c) the accuracy rate fluctuates 

slightly but generally increases. The loss rate is in a downward trend but decreasing more slowly. Given 

in Figure 5 d) Training and Loss for 6 Group Classification. This model has a lower accuracy rate and 

a higher loss value than others. This suggests that the model faces a more complex classification task 

and may need more training epochs or model tuning. Each graph tracks both accuracy and loss values 

throughout training to measure the model's performance. Such graphs are an important tool in 

understanding the training process of the model and adjusting the hyperparameters. 

 

 

Figure 5. Training and loss graphs a) For 2-class classification b) For 3-class classification c) For 4-class 

classification d) For 6-class classification. 

Separate confusion matrices were calculated for four different situations with different class numbers 

and are given in Figure 6. Figure 6 shows the confusion matrices that visualize the performance of the 

model for classification tasks with 2 classes in (a), 3 classes in (b), 4 classes in (c) and 6 classes in (d). 

Each matrix shows how well the model predicts for each class. In figure 6 (a), the predictions for Class 

0 and Class 1 are largely correct. For Class 0, there are 161 correct predictions and 8 false negatives, 

and for Class 1, there are 173 correct predictions and 5 false positives. This indicates high accuracy and 

recall rates. In figure 6 (b), Class 0 showed high accuracy with 162 correct and 4 incorrect predictions. 

Class 1 demonstrated very good performance with 183 correct predictions and minimal confusion (1 

false positive and 1 false negative). Class 2 also performed well with 151 correct predictions, but some 

confusion is seen with 12 false negatives and 4 false positives. In figure 6 (c), the model performs 

relatively well for Class 0 and Class 3, with 87 and 84 correct predictions, respectively. However, it 

experiences more confusion (false positives and false negatives) for Class 1 and Class 2. Specifically, 

Class 0 has 23 false positives, and Class 1 has 4 false negatives. In figure 6 (d), high accuracy is observed 

in Class 0 and Class 5, with 87 and 81 correct predictions, respectively. However, significant confusion 

exists among other classes. For example, Class 0 has 16 false negatives, and Class 1 has 10 false 
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negatives, while Class 4 has 7 false negatives and 5 false positives. The number of false positives and 

false negatives, especially in Classes 2, 3, and 4, is notable. 

It has been observed that there is a general decrease in the performance of the model as the number of 

classes in the confusion matrices increases. This shows that the difficulty of the classification task 

increases as the number of classes increases and the model finds it difficult to manage the complexity. 

High rates of false positives and false negatives indicate that the model may confuse certain classes with 

other classes, which may indicate that the boundaries between classes are unclear or have insufficient 

representation in the training data set. Since the data distribution in this dataset is unbalanced, it is 

thought that it does not show high success in multiple classification. 

 

 
 

 
 

Figure 6. Confusion matrices for four different classification results: a) For 2-class classification b) For 3-clas 

classification c) For 4-class classification d) For 6-class classification. 

We also assess our model's performance using the ROC curve, which illustrates the correlation between 

the true positive rate (TPR) and the false positive rate (FPR) across various possible threshold settings 

of the model. The area under the curve (AUC) numerically expresses how well the model performs. In 

Figure 7, separate ROC curves are drawn for the 4 different classification cases performed in this study. 

When the graphs are examined, Figure 7 shows the ROC curve of the model for a classification task. 

The AUC value is 0.99 and the model showed very high performance. Figure 7 b) contains the ROC 

curves for a three-class task. There is a separate curve for each class, and each has high AUC values, 

meaning that the model appears to discriminate all classes well. Figure 7c shows AUC values for four 
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classes and shows high-performance curves for each class. Figure 7 d) shows ROC curves and AUC 

values for six different classes. This task is more complex and models generally perform less well with 

more classes, but the model shown here has quite high AUC values. 

 

Figure 7. ROC curves for different classifications. a) For 2-class classification b) For 3-class classification c)For 

4-class classification and d) 6-class classification. 

When the metrics of each classification results are evaluated, the results of the two-class classification 

are given in Table 2. When the results are evaluated, it clearly shows that the model has high 

performance. Precision, Recall, F1-score, AUC, Accuracy and MCC values are all quite high, showing 

that the model works successfully for both classes. These results show that the model detects true 

positives well and the false positive rate is low. Overall, the performance of the model is near perfect 

and can be used safely in classification tasks. 

Table 2. Classification metrics for two-class classification 

 
Classes Precision Recall F1-score AUC Accuracy MCC 

Class0 0.97 0.95 0.96 0.99 
0.96 0.93 

Class1 0.96 0.97 0.96 0.99 

 

Both classes in the binary classification exhibit equally high F1-scores, demonstrating the model's 

balanced and effective performance in distinguishing between the two classes. Three-class classification 

results are given in Table 3. When the table is examined, it is clearly seen that the model has high 

performance. Precision, Recall, F1-score, AUC, Accuracy and MCC values are all quite high, showing 

that the model works successfully for all three classes. Especially high recall and F1-score values for 

Class 1 show that the model is quite effective in this class. Overall, the performance of the model is 

close to perfect and it can be used safely in classification tasks. 
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Table 3. Classification metrics for three-class classification. 

 
Classes Precision Recall F1-score AUC Accuracy MCC 

Class0 0.97 0.96 0.96 0.99 

0.95 0.93 Class1 0.92 0.99 0.95 0.99 

Class2 0.97 0.90 0.94 0.99 

 

The high F1-scores across all classes in the three-class classification indicate that the model is well-

calibrated and performs consistently across different classes, with minimal performance degradation. 

The four-class classification results are given in Table 4. The overall performance of the model is quite 

high. Precision, Recall, F1-score, AUC, Accuracy and MCC values are high, showing that the model 

works successfully for all four classes. However, some metrics for Class 0 and Class 1 appear to be 

slightly lower than other classes. Especially the recall value for Class 0 being 0.78 shows that there are 

more false negatives in this class. These results show that the overall performance of the model is quite 

good, but it may need improvement in some classes. 

 
Table 4. Classification metrics for four-class classification 

 
Classes Precision Recall F1-score AUC Accuracy MCC 

Class0 0.93 0.78 0.85 0.98 

0.89 0.86 
Class1 0.78 0.93 0.85 0.97 

Class2 0.92 0.98 0.95 0.99 

Class3 0.98 0.88 0.93 0.99 

 

The six-class classification results are given in table 5. When the model results are examined, it can be 

seen that it generally performs well. This model, where most of the Precision, Recall, F1-score, AUC, 

Accuracy and MCC values are high, shows that it works successfully in all six classes. It can be seen 

that some metrics for Class 0 and Class 2 are slightly lower than other classes. Especially the low 

precision and F1-score values for Class 0 indicate that there are more false positives in this class. These 

results show that the overall functioning of the model is good, but it may need improvement in some 

classes. 

 
Table 5. Classification metrics for six-class classification 

 
Classes Precision Recall F1-score AUC Accuracy MCC 

Class0 0.72 0.84 0.78 0.98 

0.87 0.84 

Class1 0.96 0.89 0.92 0.99 

Class2 0.81 0.84 0.82 0.97 

Class3 0.91 0.87 0.89 0.98 

Class4 0.92 0.87 0.89 0.98 

Class5 0.91 0.87 0.89 0.98 

 

A detailed evaluation of the average key metrics for each classification group is provided in Table 6. It 

is clearly seen that the performance of the model in classification tasks decreases as the number of 

classes increases. In two- and three-class classifications, the model exhibits near-perfect performance 

with high accuracy, precision, sensitivity, F1-Score and MCC values. However, these metrics drop 

slightly in four- and six-class classifications. This shows that as the number of classes increases, the 

model's ability to distinguish classes becomes more difficult and the complexity increases. Nevertheless, 

the overall performance of the model across all classification groups is satisfactory, indicating that the 

model is reliable and consistent. These results show that the model performs reasonably even on more 

complex classification tasks. 
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Table 6. Comparative table showing average metrics for all classification groups. 

 

 Accuracy Precision     Recall   F1-Score MCC 

For 2 Class 0.96 0.96 0.96 0.96 0.93 

For 3 Class 0.95 0.95 0.95 0.95 0.93 

For 4 Class 0.89 0.90 0.89 0.89 0.86 

For 6 Class 0.87 0.87 0.86 0.87 0.84 

 

When the results obtained in the study were compared with other studies in the literature, the results in 

Table 7 were obtained. When the table is examined, studies compare the results obtained using different 

databases and methods for classifying ECG signals. The results show that the proposed methodology 

provides high accuracy rates compared to existing methods. The high accuracy rates obtained especially 

in two-class and three-class classification reveal that this approach is a potentially effective classification 

method. 
 

Table 7. Comparison table with other existing methods. 

 

Study Database Class Method Accuracy(%) 

Acharya et al. 

(2013)  [37]  

MIT-BIH arrhythmia database, MIT-BIH 

malignant ventricular arrhythmia database, 

Creighton University ventricular 

tachyarrhythmia database 

2 CNN 93.18 

Mathews et al. 

(2018) [32] 
MIT-BIH Arrhythmia Database 2 RBM & DBN 93.78 

Yao et al.,(2018) 

[34] 
China Physiological Signal Challenge 9 TI-CNN 77.3 

Tripaty et al., 

(2018) [36] 

Creighton university ventricular tachy-

arrhythmia database (CUDB) and  

MIT-BIH malignant ventricular arrhythmia 

database 

2  LS-SVM 89.81 

Ebrahimzadeh et al. 

(2019) [38] 

MIT-BIH Sudden Cardiac Death Holter and 

Sudden Cardiac Death Holter 
2 

Mixture of 

Experts (ME) 
82.85 

Yao et al., (2020) 

[35] 
China Physiological Signal Challenge 9 ATI-CNN 81.2 

Prabhakararao et al. 

(2021) [33]  

PhysioNet/CinC-2017 3 
DMSCE 

88 

PTBXL-2020 5 85.65 

Popadina et al. 

(2023) [39] 

MIT-BIH Malignant Ventricular Ectopy 

Database (MVED) 
2 1D CNN 95 

This Study 
MIT-BIH Malignant Ventricular Ectopy 

Database (MVED) 

6 1D CNN 87 

4 1D CNN 89 

3 1D CNN 95 

2 1D CNN 96 

 

4. CONCLUSIONS AND RECOMMENDATIONS 

 

Within the scope of this study, we focused on proposing a CNN architecture and classifying different 

arrhythmia types according to their risk level. The effectiveness of the CNN architecture in the study in 

classifying cardiac arrhythmias was examined in detail. Our results show that CNN-based models 
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provide significant accuracy in identifying and classifying cardiac arrhythmias. Accuracy rates of 96% 

in binary classification, 95% in triple classification, 89% in quadruple classification and 87% in six-fold 

classification were achieved. These results show that overall accuracy decreases as the complexity of 

the model increases, but high levels of accuracy are still maintained. 

 

The high performance at the binary classification level reveals that the CNN can effectively distinguish 

basic arrhythmia types. On the other hand, more detailed levels of classification allow specific types of 

arrhythmias to be recognized in more detail. Study results highlight the potential of CNN-based DL 

models in automatic identification and classification of cardiac arrhythmias and encourage the use of 

these technologies in the field of cardiology. 

 

In conclusion, this study demonstrates the feasibility and effectiveness of deep learning techniques in 

cardiac arrhythmia classification. These approaches may play an important role in the diagnosis and 

treatment of cardiovascular diseases in the future and may support clinical decision-making processes. 

However, additional studies on larger and more diverse data sets will help further develop these models 

and find broader applications in clinical settings. 
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