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ABSTRACT
Objective: The purpose of this study is to evaluate the ability of deep learning models to classify mandibular molar teeth according to 
the presence and proximity of caries to the dental pulp. This research summarizes the progress of artificial intelligence and potential 
dental problems in diagnosis, treatment, and disease prediction in medicine. It discusses data limitations, computational power, ethical 
considerations, and their implications for dentists. This can lay the groundwork for future research in this rapidly expanding field.

Methods: The dataset used in this study consists of 1200 panoramic radiographs, which have been evaluated and classified into three 
categories: free of dental caries, coded as (H); enamel-dentin caries lesions treated with restorative filling, coded as (R); and deep dental 
caries that underwent root canal treatment, coded as (E). The images are prepared for the training-testing process using the k-fold cross-
evaluation technique and then fed into the pre-trained deep learning models for classification.

Results: The VGG-19 model achieved superior results compared to the other models, with macro-average scores of 0.9111 for precision, 
0.9127 for recall, and 0.9115 for f1-score, respectively.

Conclusion: The promising results obtained in this study give confidence in endorsing the use of deep learning models in the dental 
treatments sector.
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1. INTRODUCTION

One of the common chronic oral diseases is dental caries, 
which mostly affects adults and teenagers worldwide (1). In 
the United States, the prevalence of dental caries between 
the age group of children 2-11 years (in primary teeth) is 41%, 
in children and adolescents 6-19 years of age is 42%, and in 
adults ≥ 20 years of age (in permanent teeth) is approximately 
90 % according to a survey carried out by National Health 
and Nutrition Examination (2-4). Early detection of dental 
caries is essential to prevent pulpitis and periapical diseases 
in advanced stages (5).

Visual tactile inspection and dental radiographs are crucial 
for detecting dental caries (6). While occlusal surface caries 
is easily identifiable through direct examination, diagnosing 
caries in deep fissures, tight interproximal contacts, and 
secondary lesions is more challenging. As a result, various 
methods have been developed to improve the detection 

of dental caries across different anatomical morphologies 
of teeth (7,8). However, panoramic radiographs are not 
definitive for diagnosing dental caries due to issues with 
superimposition and distortion. Still, they were routinely 
taken during the examination to give a general overview 
of the dentition and periodontal supporting tissues (9). 
However, it is considered a good evaluation that may help to 
reduce the chairside examination time and give the required 
information about the required diagnostic methods to 
make the final differential diagnosis (10). Radiographically, 
dental caries appears as radiolucency in the tooth structure. 
Mostly, teeth without radiolucency are considered healthy. A 
small area of radiolucency that does not extend to the pulp 
chamber indicates the need for a restorative filling. Deep 
radiolucency, encompassing the pulp chamber, indicates that 
the tooth requires endodontic treatment (8).
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Researchers in the field of artificial intelligence (AI) have 
come a long way in data processing. AI researchers played 
a crucial role in data processing (11). The achievements 
in AI contributed to medical diagnostics (12-14). Medical 
diagnostics are mostly data problems by nature; therefore, 
advancements in AI can transform this field (15). The 
advantage of deep learning is that it extracts details from the 
input data (16). A sub-category of machine learning known as 
deep learning takes detailed characteristics out of data (17). 
This methodology is considered influential in such processing 
(18). The deep learning offers an accurate solution for various 
tasks such as Natural Language Processing (NLP), speech 
recognition and synthesis, signal analysis, and computer 
vision (19-21). The Convolutional Neural Networks (CNNs), 
have positive effects on segmentation, object recognition, 
and classification of various types of images, including 
medical images (22). Deep learning demands extensive data 
to achieve an promising result. Transfer learning, a machine 
learning technique, is implemented to overcome the problem 
of the limited amount of data. It enables a retraining process 
with fewer input data that leads to less computational time 
to achieve more accurate results. According to the chosen 
model and data, the pre-trained model can lead to acceptable 
output (23).

The CNN-based applications use dot products of weight 
matrices and input matrices. A CNN model is divided into two 
sections: feature learning and classification. Future learning 
computes the input and future matrices to obtain a feature 
map. Another critical point is to reduce computational time. 
Commonly, the pooling operation is adopted to overcome 
such a problem. The completion of the feature learning and 
classification process yields the output, as described in the 
papers (24,25).

This study aimed to evaluate the efficiency and performance 
of deep learning models to identify the differential diagnosis 
between three different cases of dental caries depending 
on the radiographic evaluation of panoramic radiographs to 
assist the extension of coronal lesions toward the pulp.

2. METHODS

This section presents the collected dataset, the deep learning 
models considered, and the experimental design.

2.1. Dataset

This study is conducted at the Department of Endodontics, 
Faculty of Dentistry, Near East University, and received ethical 
approval from the Scientific Research Ethics Evaluation Board 
(approval no. YDU/2021/89-1306). The database is collected 
from the archive between 2018 and 2023 panoramic image 
files of the dental hospital. The inclusion criteria are based 
on cases where root canal treatment or restorative filling 
is performed for one of the lower molars due to a carious 
lesion. The case selection relied on the diagnosis of the 
dentist who performed the treatment after establishing 
professional clinical and radiographic evaluation to improve 

the diagnosis. Additionally, other healthy mandibular molar 
teeth in the same patients are included in the study.

The panoramic radiographs previously collected using the 
X-ray device (Orthophos SL, Sirona, Bensheim, Germany) from 
the included cases constituted the dataset. These panoramic 
radiographs are separated from any personal identifiers and 
anonymized. The collected X-ray image datasets are manually 
cropped in a standard size to obtain radiographs showing 
only one molar tooth per image (excluding deciduous teeth) 
in an optimum position and then calibrated all the images to 
standardize the contrast between grey/white scales.

The low-resolution radiograph, proximal overlap, retained 
deciduous, and third molar teeth are excluded from the 
dataset. 1200 X-ray images including first and second 
mandibular molars are collected and classified into 400 molars 
(33.3%) diagnosed as Healthy (non-dental caries), 400 molars 
(33.3%) diagnosed as enamel-dentin caries, and 400 molars 
(33.3%) that are diagnosed as root canal treatment. Dental 
caries were defined as a low-density shadow on dental hard 
tissue with a rough boundary in the panoramic radiograph. 
All images were revalidated, and dental caries, including 
enamel and dentinal carious lesions (excluding deciduous 
teeth), were distinguished from non-dental caries by 
calibrated board-certified dentists. The dataset is categorized 
into three groups: dental caries, which involved the pulp for 
the teeth underwent root canal treatment (E), caries lesion 
without pulpal involvement which received restorative filling 
treatment (R), and healthy molar without caries (H). Figure 1 
presents sample images of panoramic radiographs for each 
group. The dataset is available at https://github.com/ailhan-
NEU/Dental-Dataset.

Figure 1. Examples of panoramic radiography images: (a) 
Endodontic, (b) Restorative, and (c) Healthy images.

2.2. Models

In this study, EfficientNet-b0 (26), GoogLeNet (27), 
Inception-v3 (28), ResNet-50 (29), and VGG-19 (30) deep 
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learning models are considered for the dental caries 
classification task.

2.2.1. EfficientNet

The EfficientNet is one of the deep learning models that 
uses a mixed scaling method. This method allows the width, 
depth, and resolution dimensions to scale together using a 
mixed coefficient. There are different models available in 
EfficientNet, ranging from b0 to b7. The EfficientNet model 
consists of the Mobile inverted Bottleneck Convolution 
(MBConv) blocks and squeeze-and-excitation (SE) blocks 
found in MobileNet-v2. The use of MBConv and SE blocks has 
been observed to improve accuracy with a small number of 
parameters.

2.2.2. GoogLeNet

The GoogLeNet was inspired by the pioneering models LeNet 
and AlexNet but designed as a deeper and more efficient 
model using a parallel structure and fewer parameters. This 
design improved the training performance. The success of 
the GoogLeNet has raised the popularity of deep learning 
and led to new studies in the field. Therefore, GoogLeNet is a 
model that has contributed to the significant development of 
research in deep learning.

2.2.3. Inception

The Inception model is a sophisticated deep learning 
model renowned for its prowess in image recognition 
tasks. It employs modules that integrate multiple filter 
sizes and pooling operations in parallel to capture features 
at various scales, balancing computational efficiency with 
high accuracy. Building on this foundation, Inception-v2 
incorporates advancements like factorized convolutions and 
batch normalization. Further refining these improvements, 
the Inception-v3, introduces additional techniques like 
label smoothing and auxiliary classifiers, boosting model 
accuracy.

2.2.4. ResNet

The key innovation of the ResNet is the feature of residual 
blocks and skip connections. By this feature, higher model 
accuracy and the problem of gradient loss in weight updates 
were targeted to be solved. ResNet models uses global 
average pooling to reduce the size required to process the 
input. In this way, the depth and the complexity of the model 
can be increased and the information obtained from each 
layer will be preserved with skip connections. There are 
various variants with different depths of the ResNet model, 
including ResNet-18, ResNet-34, ResNet-50, ResNet-101, and 
ResNet-152.

2.2.5. VGG

The VGG model shows similarities with the AlexNet, which 
has an important place among the deep learning models. 
There are two models available in VGG, 16 and 19. The 
model consists of sequential convolutional layers, where the 
filter size increases as the layer depth increases. Research 
has shown that the performance does not only depend 
on the increase in filter size but can also be achieved with 
filters of different sizes. In addition, the smaller filter sizes 
preferred in the VGG model have been thought to improve 
the performance by reducing the number of parameters in 
the training process of the model.

2.3. Experimental Design

The experimental design phase can be summarized in three 
stages. In the first stage, the images are resized according 
to the input sizes of considered models to make them 
suitable for the training and testing process. In the second 
stage, a k-fold cross-validation (k = 5) technique is applied 
to determine training and test sets. This technique splits the 
dataset into k subsets, where in each iteration, one subset 
is used for testing and the remaining k-1 subsets are used 
for training. The process is repeated k times, ensuring that 
each subset serves as the test set exactly once. Lastly, the 
pre-trained models trained on the ImageNet dataset are 
fine-tuned using the dental dataset particularly collected 
for this study. This process enhances their ability to classify 
dental caries samples by leveraging pre-existing knowledge. 
The schematic representation of the experimental design is 
presented in Figure 2.

Figure 2. The block diagram of the experimental design.

The experiments are carried out via the MATLAB environment. 
The computer used for the experiments is configured with 
32 GB of RAM, an NVIDIA GeForce RTX 2080-Ti GPU, and a 
9th generation i9 CPU. Each model is trained using the Adam 
optimizer with a batch size of 32, a learning rate of 0.0001, 
and for a maximum of 100 epochs. The performance of the 
models is evaluated by precision, recall and f1-score metrics. 
The formulations of these metrics are as follows:
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Where TP represents true positives, FN represents false negatives, and FP represents false 

positives. 

Where TP represents true positives, FN represents false 
negatives, and FP represents false positives.

3. RESULTS

The performance evaluation of the pre-trained models based 
on five-fold cross-validation is presented in Table 1-5.

Table 1. Performance evaluation of EfficientNet-b0 model based on 
five-fold cross-validation.
Fold Class Precision Recall F1-Score

Fold 1
Endodontic 0.8533 0.8767 0.8649

Healthy 0.8824 0.9146 0.8982
Restorative 0.8375 0.7882 0.8121

Fold 2
Endodontic 0.8659 0.8452 0.8554

Healthy 0.8902 0.9241 0.9068
Restorative 0.7895 0.7792 0.7843

Fold 3
Endodontic 0.8625 0.8415 0.8519

Healthy 0.7629 0.9250 0.8362
Restorative 0.7937 0.6410 0.7092

Fold 4
Endodontic 0.8939 0.7973 0.8429

Healthy 0.8913 0.8817 0.8865
Restorative 0.7439 0.8356 0.7871

Fold 5
Endodontic 0.8861 0.8046 0.8434

Healthy 0.7647 0.9848 0.8609
Restorative 0.8421 0.7356 0.7853

Average
Endodontic 0.8723 0.8331 0.8517

Healthy 0.8383 0.9261 0.8777
Restorative 0.8013 0.7559 0.7756

In addition, the confusion matrices of the models are 
presented in Figure 3.

Figure 3. Confusion matrices of models.

3.1. Comparison of the Model Performances

The ranking of the models is determined according to the 
macro-averages of the metrics. Evaluation results show that 
the VGG-19 model achieved superior results and is defined 
as the 1st ranking model. Table 6 presents the comparative 
results for the models.

Table 2. Performance evaluation of GoogLeNet model based on five-
fold cross-validation.

Fold Class Precision Recall F1-Score

Fold 1
Endodontic 0.7882 0.9178 0.8481

Healthy 0.9620 0.9268 0.9441
Restorative 0.8947 0.8000 0.8447

Fold 2
Endodontic 0.8765 0.8452 0.8606

Healthy 0.9383 0.9620 0.9500
Restorative 0.8077 0.8182 0.8129

Fold 3
Endodontic 0.8611 0.7561 0.8052

Healthy 0.8941 0.9500 0.9212
Restorative 0.7590 0.8077 0.7826

Fold 4
Endodontic 0.7500 0.8919 0.8148

Healthy 0.9872 0.8280 0.9006
Restorative 0.7703 0.7808 0.7755

Fold 5
Endodontic 0.8795 0.8391 0.8588

Healthy 0.8182 0.9545 0.8811
Restorative 0.8500 0.7816 0.8144

Average
Endodontic 0.8311 0.8500 0.8375

Healthy 0.9200 0.9243 0.9194
Restorative 0.8163 0.7977 0.8060

Table 3. Performance evaluation of Inception-v3 model based on 
five-fold cross-validation.

Fold Class Precision Recall F1-Score

Fold 1
Endodontic 0.9333 0.9589 0.9459

Healthy 0.9302 0.9756 0.9524
Restorative 0.9620 0.8941 0.9268

Fold 2
Endodontic 0.9059 0.9167 0.9112

Healthy 0.9367 0.9367 0.9367
Restorative 0.8816 0.8701 0.8758

Fold 3
Endodontic 0.8333 0.8537 0.8434

Healthy 0.8295 0.9125 0.8690
Restorative 0.8382 0.7308 0.7808

Fold 4
Endodontic 0.8481 0.9054 0.8758

Healthy 0.9362 0.9462 0.9412
Restorative 0.8806 0.8082 0.8429

Fold 5
Endodontic 0.9512 0.8966 0.9231

Healthy 0.8205 0.9697 0.8889
Restorative 0.9125 0.8391 0.8743

Average
Endodontic 0.8944 0.9062 0.8999

Healthy 0.8906 0.9482 0.9176
Restorative 0.8950 0.8285 0.8601
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Table 4. Performance evaluation of ResNet-50 model based on five-
fold cross-validation.

Fold Class Precision Recall F1-Score

Fold 1
Endodontic 0.9155 0.8904 0.9028
Healthy 0.9000 0.9878 0.9419
Restorative 0.9241 0.8588 0.8902

Fold 2
Endodontic 0.9241 0.8690 0.8957
Healthy 0.9048 0.9620 0.9325
Restorative 0.8831 0.8831 0.8831

Fold 3
Endodontic 0.9221 0.8659 0.8931
Healthy 0.9048 0.9500 0.9268
Restorative 0.8481 0.8590 0.8535

Fold 4
Endodontic 0.9565 0.8919 0.9231
Healthy 0.9381 0.9785 0.9579
Restorative 0.8784 0.8904 0.8844

Fold 5
Endodontic 0.9710 0.7701 0.8590
Healthy 0.7683 0.9545 0.8514
Restorative 0.8315 0.8506 0.8409

Average
Endodontic 0.9378 0.8575 0.8947
Healthy 0.8832 0.9666 0.9221
Restorative 0.8730 0.8684 0.8704

Table 5. Performance evaluation of VGG-19 model based on five-
fold cross-validation.

Fold Class Precision Recall F1-Score

Fold 1
Endodontic 0.9333 0.9589 0.9459

Healthy 0.9518 0.9634 0.9576
Restorative 0.9268 0.8941 0.9102

Fold 2
Endodontic 0.9125 0.8690 0.8902

Healthy 0.9512 0.9873 0.9689
Restorative 0.8590 0.8701 0.8645

Fold 3
Endodontic 0.8675 0.8780 0.8727

Healthy 0.9268 0.9500 0.9383
Restorative 0.8267 0.7949 0.8105

Fold 4
Endodontic 0.8831 0.9189 0.9007

Healthy 0.9468 0.9570 0.9519
Restorative 0.8841 0.8356 0.8592

Fold 5
Endodontic 0.9753 0.9080 0.9405

Healthy 0.9028 0.9848 0.9420
Restorative 0.9195 0.9195 0.9195

Average
Endodontic 0.9143 0.9066 0.9100

Healthy 0.9359 0.9685 0.9517
Restorative 0.8832 0.8629 0.8728

Table 6. Comparison of pre-trained model performances.

Model Macro Precision Macro Recall Macro F1-
Score

EfficientNet-b0 0.8373 0.8384 0.8350
GoogLeNet 0.8558 0.8573 0.8543
Inception-v3 0.8933 0.8943 0.8925
ResNet-50 0.8980 0.8975 0.8957
VGG-19 0.9111 0.9127 0.9115

4. DISCUSSIONS

The panoramic radiograph is considered an important tool to 
identify the abnormalities of the jaws and adjacent tissues 
(9). In addition, panoramic and periapical radiographs are 
the main methods for evaluating and diagnosing dental and 
periapical lesions, except for some specific cases. However, it is 
considered a very effective method to evaluate the extension 
of dental caries, which helps to reduce the time of clinical 
evaluation and determine the required diagnostic method 
to make a definitive diagnosis (10). Panoramic radiography 
offers a rapid, simple means of providing a broad overview 
of both jaws and teeth and is likely to be well accepted by 
patients and/or study participants. It is, therefore, commonly 
used in studies. Variables such as number of remaining 
teeth, restorative therapy, and endodontic treatments 
are accurately disclosed. Panoramic radiography provides 
an adequate overview with a low x-ray dose compared to 
bitewing and periapical radiographs in taking all teeth and 
surrounding structures in one image (31). Thomas et al. 
used an electronic caries meter to validate occlusal caries 
diagnosis from bitewing and panoramic radiographs. There 
was no difference in overall diagnostic performance between 
bitewing and panoramic radiographs to diagnose occlusal 
dentine caries (32). The use of a panoramic radiograph to 
diagnose caries in a child’s mouth during a general diagnosis 
has a high advantage compared to every effort that needs 
to be made to take a bitewing radiograph. Furthermore, the 
patients who have a gagging reflex, patients who cannot 
open their mouths due to trismus and infection, and disabled 
or mentally retarded patients (33-34).

Applying computer-aided diagnosis systems in different 
dental and medical fields has shown promising effectiveness, 
and the outcomes were improved. Regarding image 
analysis, such as classification, segmentation, and detection, 
convolutional neural networks have been developed speedily 
in recent years and demonstrate excellent performance 
compared to public research technologies of deep learning 
(35). However, although deep CNN algorithms have excellent 
performance and reliability, clinical applications and basic 
research in the field of dentistry are limited (33). The purpose 
of this study was to demonstrate the efficacy of a CNN 
algorithm for the identification and classification of dental 
caries using panoramic radiographs. Besides the importance 
of applying AI in many fields, the information regarding using 
AI to diagnose dental caries from the panoramic radiographs 
is limited or could not be available in the literature. Thus, 
comparing and discussing the results of this study with 
similar previous studies could be restricted and difficult.

In previous research, deep CNN revealed periapical lesions on 
the data set of 2001 tooth pieces of panoramic radiographs. 
A custom-made 7-layer deep neural network, parameterized 
by 4.299.651 weights, was trained and validated via 10 times 
repeated group shuffling. In that research, the reference test 
was the majority vote of 6 independent examiners, comparing 
the sensitivity and the accuracy of the moderately trained 
deep convolutional neural networks on a limited amount of 
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data showed a satisfying ability to detect the apical lesions 
on panoramic radiographs (36).

The same university applied the same data set used in 
the previously mentioned article in another study to 
detect periodontal loss on panoramic dental radiographs. 
A collection of 2001 image segments from panoramic 
photography has been established. This study revealed that a 
deep CNN model, which has been trained on a small number 
of dental radiographs, has similar accuracy in assisting the 
periodontal loss compared with the control group, which 
was assisted by certified dentists, despite the advantage of 
reducing the effort of dentists and reducing the required 
chairside time during the conventional diagnosis workflow 
(37).

Similar to our study, the author designed his study by 
concentrating on the first lower molar. The study’s objective 
was to detect the presence of extra roots on the distal side of 
the lower first molar, which can directly affect the outcome 
of endodontic therapy. A total of 760 cone-beam computed 
tomography (CBCT) images and panoramic radiographs for 
vital lower molars have been collected from 400 patients 
for evaluation and training of the model). The CBCT images 
have been used as a reference to determine the presence of 
the Extra distal root, and the panoramic images have been 
used as material for training. The study showed that trained 
models can make an accurate differential diagnosis for cases 
with a fourth distal root in the mandibular molar (38).

Lee et al. (39) used 5390 panoramic and 5380 periapical 
radiographic images from 3 types of dental implant systems to 
practice convolutional neural networks to recognize the type 
and brand of the implant. The board-certified periodontist 
did the reference test for the selected date. The accuracy of 
the digital system and the board-certified examiner was very 
close which means that the digital system, after moderate 
training, was able to recognize the implant and the brand of 
the implant among the three different brands used in this 
study.

Lee, in his study (8), similar to our research, trained a model 
to diagnose cavitated teeth. The evaluation in the study 
has been done on periapical radiographs for the teeth. In 
contrast, the dataset has been established by cropping the 
molar’s teeth from panoramic radiographs. The paper (8) 
demonstrated that the deep CNN model detected dental 
caries effectively in periapical radiographs. The established 
model was expected to be one of the most efficient methods 
for diagnosing dental caries. For this reason, the authors 
in the present study try to prove the efficiency of the AI 
technologies to diagnose caries on the panoramic radiograph, 
considered the most used X-ray imaging during diagnosis in 
dentistry.

Lee (40) has also published another article for dental 
diagnosis using deep learning. In the study, the technology 
of AI has been evaluated in the revelation and diagnosis 
of three forms of odontogenic cystic lesions, including 
odontogenic keratocysts, periapical cysts, and dentigerous 

cysts using cone-beam computed tomography and panoramic 
radiography images. This study showed that the pre-trained 
model using cone-beam computed tomography images 
revealed efficient diagnostic performance. This performance 
was more significant than that performed by other models 
using panoramic radiography images significantly.

In another study, a deep learning model was built using 
DetectNet with DIGITS version 5.0 for detecting vertical root 
fractures on 300 panoramic radiography data with visible 
fracture lines. Two radiologists and one endodontist did 
the reference test. The results showed that the model was 
suitable for detecting vertical root fractures in panoramic 
radiographs (41).

Orhan et al. (42) have used deep learning to detect the 
periapical pathosis on cone-beam computed tomography 
(CBCT) images. A human observer has done the reference 
test. The evaluation was done for 153 periapical lesions taken 
from 109 patients. In this study, the deep CNN was successful 
in detecting teeth and numbering specific teeth.

In this study, various pre-trained models are used to classify 
the dental samples as H, R, and E. The VGG-19 model achieved 
more efficient results compared to the other models.

Panoramic radiograph images are less accurate than periapical 
and bitewing images for detecting dental caries. However, 
they offer a rapid and straightforward way to obtain a broad 
overview of both jaws and teeth, which tends to make them 
well accepted by patients and study participants. The use of 
panoramic radiographs, particularly when cropped to include 
only the lower molar tooth, can impact the performance of 
the model and present limitations in this study. Therefore, 
future studies should aim to overcome these limitations by 
utilizing different types of radiographic images and new-
generation deep learning models.

5. CONCLUSION

Deep learning models have been widely applied in caries 
to identify further treatment requirements. Experimental 
results obtained from real patient data in this study suggest 
the usage of deep learning models in identifying E or H 
treatment similar to the experts with high accuracy and 
precision. Applications like the one in this study can be 
useful assistance as an expert opinion for less experienced. 
With the promising performance of deep learning-based 
medical image classification, we trust that commercial 
Computer-Aided Diagnosis systems are not far in the future. 
It will encourage biomedical scientists to apply deep learning 
models for solving other challenging research problems in 
the wide field of medicine.
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