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Abstract  
 

It is seen that artificial neural networks have begun to be used extensively in the literature in solving the time series forecasting 

problem. In addition to artificial neural networks, classical forecasting methods can often be used to solve this problem. It is seen 

that classical forecasting methods give successful results for linear time series analysis. However, there is no linear relationship 

in many time series. Therefore, it can be thought that deep artificial neural networks, which contain more parameters but create 

more flexible non-linear model structures compared to classical time series forecasting methods, may enable the production of 

more successful forecasting methods. In this study, the problem of forecasting hazelnut export amounts according to seasons in 

Turkey with a dendritic neuron model artificial neural network is discussed. In this study, a training algorithm based on the 

particle swarm optimization algorithm is given for training the dendritic neuron model artificial neural network. The motivation 

of the study is to investigate Turkey's hazelnut export amounts according to seasons, using a dendritic neuron model artificial 

neural network. The performance of the proposed method has been compared with artificial neural networks used in the literature. 
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1. Introduction  
 

In recent years, artificial neural networks have begun to be used frequently in solving the time series forecasting problem. 

Multilayer perceptron is the most used artificial neural network for forecasting. However, deep artificial neural networks have 

recently shown very good performance for forecasting problems. The dendritic neuron model artificial neural network (DNM) 

offers both similarity to biological neuron structure and a more realistic mathematical model. Therefore, the forecasting 

performance of DNMs can be promising in forecasting research. DNM has been frequently used in the literature to solve the 

forecasting problem. Sossa and Guevara (2014), a new training algorithm is proposed for training dendrite morphological neural 

networks. Yu et.al (2016) proposed an unsupervised learnable DNM to predict China's house price index Zhou et al. (2016) 

proposed a DNM for forecasting financial time series. Ji et al. (2016) trained the DNM with a genetic algorithm to solve 

classification problems. Chen et al. (2017) proposed the DNM model for tourism demand forecasting. Jia et al. (2018) proposed 

a new DNM model for the Istanbul stock and Taiwan futures exchange indices forecast. Gao et al. (2018) proposed new training 

algorithms for training DNM. Song et al. (2019) proposed an approximate logic DNM to solve classification problems. Qian et 

al. (2019), the DNM model is proposed to solve the classification problem. Jia et al. (2020) DNM to solve the large-scale 

classification problem. Zhang et al. (2020) proposed a photovoltaic power forecasting model based on DNM. Song et al.(2020) 

proposed an evolutionary DNM for wind speed forecasting. Wang et al.(2020)  proposed a new DNM model with a differential 

evolution algorithm and adaptive synapses. Wang et al. (2020) proposed a new median DNM to solve problems where there are 

outliers in the time series. Yu et al. (2020) proposed a training algorithm for training DNM. Xu et al. (2021) used a whale 

optimization algorithm for training DNM. He et al.(2021) proposed seasonal trend decomposition based DNM for financial time 

series forecasting. Tang et al. (2021) proposed a new algorithm for training DNM. Gao et al. (2021) proposed a DNM model for 

the XOR problem. Yılmaz and Yolcu (2022) DNM trained with modified particle swarm optimization is used to solve the time 

series forecasting problem. Al-Qaness et al. (2022) used DNM for crude oil production forecasting. Tang et al.(2022) proposed 
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a new DNM model for the forecasting of stock price movements. Li et al.(2023) proposed a new DNM model for COVID-19 

forecasting.  

Yilmaz and Yolcu (2023) proposed a robust learning algorithm for training DNM. Gul et al. (2023) proposed statistical 

learning algorithms for DNMs. Olmez et al. (2023) proposed a new bootstrapped DNM to solve the forecasting problem. Egrioglu 

et al. (2023) proposed a new DNM. Bas et al.(2023) proposed robust training of median DNM for time series forecasting. Zhang 

et al. (2023) proposed a DNM model for time series forecasting. Ding et al. (2024) proposed a new multi-output dendritic DNM. 

This study focuses on forecasting hazelnut export amounts according to seasons in Turkey. Other parts of the article are as 

follows. In the second part of the study, DNM and the training algorithm used in training DNM are introduced. In the third 

section, applications of hazelnut export time series and comparison results with other methods in the literature are presented. 

Finally, the study is concluded with a conclusion section. 

 

2. Dendritic Neuron Model 
 

DNM is proposed by Todo et al. (2014). DNM is a feed-forward artificial neural network model consisting of four layers. 

There are four different layers in the structure of DNM. These layers are the synaptic layer, dendritic layer, membrane layer and 

somatic cell layer. In these layers, nonlinear transformations are obtained for all inputs in the DNM. DNM architecture is given 

in Figure 1. 

 

 

 

Figure 1. Architecture of DNM 

Synaptic Layer: 

 

It is the first layer of DNM. In DNM, inputs first come to this layer and are processed in this layer. The information 

processed in this layer is transferred to the next layer, the dendritic layer. The output of the synaptic layer is calculated with the 

help of Equation (1). 

 

𝑆𝑖𝑗 =
1

1+𝑒𝑥𝑝(−𝑘(𝑤𝑖𝑗.𝑥𝑖𝑗+𝜃𝑖𝑗))
   𝑖 = 1,2, … , 𝑝          𝑗 = 1,2, … , 𝑀                                                                                                        (1) 

 

In Equation (1), 𝑘 is the slope parameter for synaptic functions, 𝑆𝑖𝑗   is the output of the jth synaptic layer from 𝑖.synaptic 

input, 𝑥𝑖𝑗  is the input signal of 𝑖.synapse in 𝑗.synaptic layer. 𝑤𝑖𝑗 represents the weights and 𝜃𝑖𝑗 represents the side values.   

 

Dendrite Layer: 

 

It is the layer in which the outputs obtained from each synapse of the synaptic layer are combined by a multiplication 

process. The output of the dendrite layer is calculated with the help of Equation (2). 

 

𝐷𝑗 = ∏ 𝑆𝑖𝑗            𝑗 = 1,2, … ,
𝑝
𝑖=1 𝑀                                                                                                                                                                   (2) 

 

Membrane Layer: 

 

The membrane layer is the layer where the outputs obtained from the dendrite layer are combined. The output of the 

membrane layer is calculated with the help of Equation (3). 

 

𝑉 = ∑ 𝐷𝑗
𝑀
𝐽=1                                                                                                                                                                                   (3) 

 

Soma Layer: 
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It processes the outputs from the membrane layer with another sigmoid function, thus obtaining the output signal of the entire 

dendritic neuron model.  The output of the soma layer is calculated with the help of Equation (4). 

 

𝑂𝑢𝑡𝑝𝑢𝑡 =
1

1+𝑒𝑥𝑝(−𝑘𝑠𝑜𝑚𝑎(𝑉−𝜃𝑠𝑜𝑚𝑎))
                                                                                                                                                (4) 

 

The total number of parameters in a DNM is 2𝑝𝑀 + 3.  

 

These parameters are: 𝑤𝑖𝑗  ( 𝑖 = 1,2, … , 𝑝;  𝑗 = 1,2, … , 𝑀) 𝜃𝑖𝑗  ( 𝑖 = 1,2, … , 𝑝;  𝑗 = 1,2, … , 𝑀) 

 

𝑘: Slope parameter for synaptic functions 

𝑘𝑠𝑜𝑚𝑎:  Slope parameter for output transformation 

𝜃𝑠𝑜𝑚𝑎 : Center parameter for output transformation 

 

     2.1. Training Algorithm Used for Training DNM 

 

Step 1. The data set is divided into three parts: training, validation, and testing. Here n refers to the number of observations. 

The length of the training set is expressed as 𝑛𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 the length of the test set as 𝑛𝑡𝑒𝑠𝑡 and the length of the validation set as 

𝑛𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛  and n is calculated with Equation 5. 

 

𝑛 = 𝑛𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔+𝑛𝑡𝑒𝑠𝑡 + 𝑛𝑣𝑎𝑙𝑖𝑑𝑖𝑡𝑖𝑜𝑛                                                                                                                                                  (5) 

 

Step 2. Upper and lower limits are determined for the hyperparameter values of DNM. Here, they are expressed as the number 

of inputs (𝑝)  and the number of dendritics (𝑀). 

 

𝑝 ∈ [𝑝𝑙𝑜𝑤 , 𝑝𝑢𝑝] 

 

𝑀 ∈ [𝑀𝑙𝑜𝑤 , 𝑀𝑢𝑝]  

 

Step 3. The parameters used in particle swarm optimization (PSO) are determined. These parameters are given below. 

 

𝑐2
𝑖  : Initial value of the cognitive coefficient 

𝑐2
𝑓

  : End value of the cognitive coefficient 

𝑤𝑖   : Limit value for speeds 

𝑤𝑓   ∶ End value for inertia weight 

𝑣𝑚𝑎𝑝𝑠 : Limit value for speeds 

𝑙𝑖𝑚𝑖𝑡1:  Limit value for restart strategy 

𝑙𝑖𝑚𝑖𝑡2: Limit value for early stopping rule 

𝑚𝑎𝑥𝑖𝑡𝑟: Maximum number of iterations 

𝑝𝑛: Number of particles 

 

Step 4. 𝑝 = 𝑝𝑙𝑜𝑤  , and  𝑀 = 𝑀𝑙𝑜𝑤   are made. 

 

Step 5. In PSO, initial position values and initial velocity values are generated. The total number of positions is 2𝑝𝑀 + 3. 

The positions of a particle in DNM consist of its weight and side values. The positions of a particle in DNM are as given in Table 

1. 

Table 1. Positions of a Particle 

Weight and 

bias 
𝑤1 ⋯ 𝑤𝑝×𝑀 𝜃1 ⋯ 𝜃𝑝𝑥𝑀 𝑘 𝑘𝑠𝑜𝑚𝑎 𝜃𝑠𝑜𝑚𝑎 

Position 1 ⋯ 𝑝 × 𝑀 𝑝 × 𝑀 + 1 ⋯ 2𝑥(𝑝𝑥𝑀) 2𝑥(𝑝𝑥𝑀) + 1 2𝑥(𝑝𝑥𝑀) + 2 2𝑥(𝑝𝑥𝑀) + 3 

 

Step 6. Fitness function values are calculated for each particle. The fitness function is calculated with the help of Equation 6. 

 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦𝑡 − �̂�𝑡)2𝑛

𝑡=1                                                                                                                                                               (6) 

 

Step 7. New velocities and positions are calculated using Equation 7-9. 
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𝑣𝑖,𝑘
(it𝑟)

= 𝑤(i𝑡𝑟)𝑣𝑖,𝑘
(i𝑡𝑟−1)

+ 𝑐1
(i𝑡𝑟)

𝑟1 (𝑃𝑏𝑒𝑠𝑡𝑖,𝑘
(i𝑡𝑟) − 𝑃𝑖,𝑘

(i𝑡𝑟)
) + 𝑐2

(i𝑡𝑟)
𝑟2(𝑔𝑏𝑒𝑠𝑡  𝑘

(i𝑡𝑟)
− 𝑃𝑖,𝑘

(i𝑡𝑟)
)                                                                  (7) 

 

𝑣𝑖,𝑘
(i𝑡𝑟)

= min (𝑣𝑚𝑎𝑝𝑠, max(−𝑣𝑚𝑎𝑝𝑠, 𝑣𝑖,𝑘
(𝑖𝑡𝑟)

)                                                                                                                              (8) 

 

𝑃𝑖,𝑘
(i𝑡𝑟)

= 𝑃𝑖,𝑘
(itr−1)

+ 𝑣𝑖,𝑘
(i𝑡𝑟)

                                                                                                                                                               (9) 

 

In Equation 7, the numbers 𝑟1 and 𝑟2 are randomly generated from the range U(0,1). In Equation 10-12, cognitive, social 

coefficients and inertia weights are calculated. 

  

𝑤(𝑡) = (𝑤𝑖 − 𝑤𝑓)
𝑚𝑎𝑥𝑖𝑡𝑟−𝑡

𝑚𝑎𝑥𝑖𝑡𝑟
+ 𝑤𝑓                                                                                                                                                      (10) 

 

𝑐1
(𝑡)

= (𝑐1
𝑓

− 𝑐1
𝑖 )

𝑡

𝑚𝑎𝑥𝑖𝑡𝑟
+ 𝑐1

𝑖                                                                                                                                                          (11) 

𝑐2
(𝑡)

= (𝑐2
𝑖 − 𝑐2

𝑓
)

𝑚𝑎𝑥𝑖𝑡𝑟−𝑡

𝑚𝑎𝑥𝑖𝑡𝑟
+ 𝑐2

𝑓
                                                                                                                                                      (12) 

 

Step 8. 𝑃𝑏𝑒𝑠𝑡   and 𝑔𝑏𝑒𝑠𝑡  matrix is updated. 

 

Step 9. The restart strategy is controlled by incrementing the counter (𝑟𝑠𝑐 = 𝑟𝑠𝑐 + 1). 
 

Step 10. The early stopping rule counter (Esc) increases based on the condition in Equation 13. Here 𝑀𝑆𝐸𝑏𝑒𝑠𝑡
(𝑡)

 , 𝑀𝑆𝐸's 𝑡𝑡ℎ is 

the fitness value in the iterations. 

 

𝑒𝑠𝑐 = {
𝑒𝑠𝑐 + 1 ,   

𝑀𝑆𝐸𝑏𝑒𝑠𝑡
(𝑡)

−𝑀𝑆𝐸𝑏𝑒𝑠𝑡
(𝑡−1)

𝑀𝑆𝐸𝑏𝑒𝑠𝑡
(𝑡) < 10−3

0,    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                                                                                                                                 (13) 

 

The early stopping rule is esc>limit2. If the rule is met, the algorithm is stopped, otherwise, Step 7 is continued. 

 

Step 11. Error root mean of squares (RMSE) values for the validation set are calculated with the help of Equation 14. 

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑡 − �̂�𝑡)2

𝑛𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔+𝑛𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛

𝑡=𝑛𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔+1                                                                                                                                 (14) 

 

Step 12. If 𝑝 = 𝑝 + 1  and  𝑝 ≤ 𝑝𝑢𝑝  and  𝑀 = 𝑀 + 1  and 𝑀 ≤ 𝑀𝑢𝑝 go to Step 5, otherwise go to Step 13. 

 

Step 13. Hyperparameter values with the best performance in the validation set are selected 

 

Step 14. By combining the best hyperparameter values obtained from the training and validation sets to calculate the test set 

performance of the network, the network is retrained 30 times in random starts with a larger training set. 

 

3. Application  

 

In this section, Turkey's hazelnut export amounts according to seasons are used as the data set. The data set was taken from 

https://www.giresuntb.org.tr/IhracatVerileri. This data set consists of Turkey's hazelnut export amounts according to seasons for 

the years 2014-2022. The time series was solved using a simple multiplicative neuron artificial neural network (SMN) (Yadav 

et al. (2007)), Pi-Sigma artificial neural network (Pi-Sigma) (Shin and Gosh (1991)), and gated recurrent unit artificial neural 

network (GRU) (Cho et al. (2014)) methods. In the study, the number of inputs is taken as 1-5, the number of hidden layers as 

1-2, and the number of hidden layer units as 1-s. The data set used in the application is divided into three parts: training, testing 

and validation. The length of the test and validation data sets is determined as 10. Each method is applied 30 times using random 

initial weights. Test set forecasting performance was calculated for each iteration using RMSE. Descriptive statistics (mean, 

standard deviation, minimum and maximum) of RMSE values are calculated and given in Table 2. The averages show the 

representative values of repeated solutions, and the standard deviations show the changes. Minimum statistics represent the best 

case, maximum statistics represent the worst case. The graph of the data set is given in Figure 2. 

 

https://www.giresuntb.org.tr/IhracatVerileri
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 Figure 2.Turkey’s hazelnut export amounts by season 

Table 2. Statistics of the methods according to RMSE values 

Data set Methods Mean Med. Std. Dev. Iqr. Min. Max. 𝒑 𝒎 𝒉 

Export 

amounts 

SMN 0.2071 0.2071 0.0000 0.0000 0.2071 0.2072 2 - - 

PS 0.1986 0.1986 0.0000 0.0000 0.1986 0.1986 2 - 1 

DNM 0.1981 0.1972 0.0033 0.0043 0.1924 0.2074 2 - - 

GRU 0.2681 0.2497 0.0563 0.0632 0.2022 0.4375 5 2 1 

Med.: median, Std.Dev.: Standart Deviation, Iqr: interquartile difference, Min.:Minimum, Max.:Maksimum, p: number of inputs, 
h:.number of hidden layers, m: number of hidden layer units 

 

When the analysis results for Turkey's hazelnut export data set are examined, it is seen that the DNM method is the best 

method among all methods according to the average, median and minimum statistics. However, it was determined to be the 

second-best method according to standard deviation and interquartile difference statistics. Additionally, DNM has been shown 

to produce better results than the GRU method in all statistics. As a result of the analysis, the best solution in average, median 

and minimum statistics is obtained when the number of inputs is 2 and the number of hidden layers is 2. 

 

4. Conclusion  
 

ANNs have been frequently used in recent years to solve forecasting problems. In this study, the forecasting problem of 

Turkey's hazelnut export amounts according to seasons is discussed. Time series analyses were performed using DNM, PS, SMN 

and GRU. However, a training algorithm based on PSO was used in the training of DNM. The DNM method gives the best 

results in mean, median and minimum statistics. In standard deviation and interquartile difference statistics, the DNM method is 

the second-best method. It has also been seen that the DNM method produces better results than GRU in all statistics. In the 

future study, different artificial intelligence optimization algorithms can be developed for training the network. 
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