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1. Introduction

The classical logic can be described by the Boolean algebra and the quantum logic can be de-

scribed by orthomodular lattices. In the study of quantum logics,MV-algebras play an analogous

role to that of Boolean algebras in classics logic. Now, we recall some elementary notions and

conclusions aboutMV-algebras.

An algebra(M,0,1,′ ,⊕,⊙) is said to be anMV-algebra iff it satisfies the following conditions:

(1) a⊕b= b⊕a,

(2) (a⊕b)⊕c= a⊕ (b⊕c),

(3) a⊕0= a,

(4) a⊕1= 1,

(5) 0′ = 1 and 1′ = 0,

(6) a⊙b= (a′⊕b′)′,

(7) a⊕ (a⊕b′)′ = b⊕ (b⊕a′)′,

We note that (7) ensures(a′)′ = a for all a ∈ M, i.e., the complementation′ : M −→ M is an

involutive mapping. In addition, by the De Morgan law (6), the operation⊙ is associative and

symmetric, with the neutral element 1 and annihilator 0. Of course, by the Mundici theorem [10],

any MV-algebra can be represented by a commutativeL-group. Recall that a commutativeL-

group is an algebraic system(G,+,6), where(G,+) is a commutative group,(G,6) is a partially

ISSN 1309 - 6788c© 2016 Çankaya University
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ordered set, being a lattice anda 6 b implies a+ c 6 b+ c. Let (G,+,6) be a commutativeL-

group, 0 be a neutral element of(G,+) andu ∈ G,u > 0. On the interval< 0,u >, define the

following operations:

a⊕b= (a+b)∧u,

a⊙b= (a+b−u)∨0,

a′ = u−a.

Then,MG= (< 0,u>,⊕,⊙,′ ,u,0) becomes anMV-algebra. The Mundici theorem states that to

anyMV-algebra, there exists a commutativeL-groupG with a strong unitu (i.e., for anya∈ G,

there existsn∈ N such thata6 nu) such that(G,u) is unique up to isomorphism andM ≃ MG. A

productMV-algebra can be defined as an algebraic system

(M,⊕,⊙, ·,′ ,u,0),

where(M,⊕,⊙,′ ,u,0) is anMV-algebra and· is a binary operation, satisfying the following con-

ditions:

(i) u·u= u,

(ii) The operation· is commutative and associative,

(iii) If a+b6 u, thenc·a+c·b6 u andc· (a+b) = c·a+c·b for anyc∈ M,

(iv) If an ց 0,bn ց 0, thenan ·bn ց 0.

By using the notion of a state on anMV-algebra, one can introduce the entropy of partitions in

a MV-algebra, which is a useful tool in the study of dynamical systems and their isomorphism.

If two dynamical systems are isomorphic, they have the same entropy. Therefore, systems with

different entropies cannot be isomorphic. The concept of entropy plays a major role in thermo-

dynamics and statistical mechanics. It serves to describe the amount of uncertainty in physical

systems.

The notion of the entropy of dynamical systems on anMV-algebraM is introduced in [13, 14,

16]. If M is a productMV-algebra, then by a dynamical system inM, we shall understand a triple

(M,m,U), wherem : M −→ [0,1] is a state onM andU : M −→ M is a mapping satisfying the

following conditions:

(i) If a+b≤ u thenU(a)+U(b)≤ u andU(a+b) =U(a)+U(b),

(ii) U(a·b) =U(a) ·U(b),

(iii) U(u) = u,

(iv) m(U(a)) = m(a) for anya∈ M.
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A partition of unityu in M is a setA= {a1, ...,an} of elements ofM such thata1+ ...+an = u.

Then, the entropy of partitionA is defined by

H(A) =
n

∑
i=1

f (m(ai)), (1)

where f (x) =−xlogx, if x> 0, f (0) = 0 and the conditional entropy is defined by

H(A|B) =
n

∑
i=1

m

∑
j=1

m(b j) f (
m(ai ·b j)

m(b j)
), (2)

omitting the j−terms whenm(b j) = 0. Also

h(U,A) = lim
n−→∞

1
n

H(
n−1
∨

i=0

U i(A)).

Further, the entropy of dynamical system is defined by

h(U) = sup{h(U,A);A is a partition}.

The theory of fuzzy sets introduced by [18] has showed meaningful applications in many fields

of study. The idea of fuzzy set is welcome, because it handlesuncertainty and vagueness, which

a cantorian set could not address. In fuzzy set theory, the membership of an element in a fuzzy

set is a single value between zero and one. However, in reality, it may not always be true that

the degree of non-membership of an element in a fuzzy set is equal to 1 minus the membership

degree, because there may be some hesitation degree. Therefore, a generalization of fuzzy sets was

introduced by K. Atanassov [2] as intuitionistic fuzzy sets(IFS). IFSs incorporate the degree of

hesitation, called hesitation margin. The notion of defining intuitionistic fuzzy sets as generalized

fuzzy sets is quite interesting and useful in many application areas. The knowledge and semantic

representation of intuitionistic fuzzy sets becomes more meaningful, resourceful and applicable,

since it includes the degree of belongingness, degree of non-belongingness and the hesitation

margin [1].

An IF-set (IFS)A on a spaceΩ is understood as a couple(µA,νA), whereµA : Ω −→ 〈0,1〉,νA :

Ω −→ 〈0,1〉 such thatµA(ω)+ νA(ω) 6 1 for eachω ∈ Ω. The functionµA is called the mem-

bership function, the functionνA is called the non membership function. An IFSA= (µA,νA) is

called IF-event, ifµA,νA are measurable with respect to aσ -algebra of subsets ofΩ. In [9], K.

Lendelova and J. Petrovicova introduced representation ofIF-probability onMV-algebras.

In the present paper, we shall use a more general situation. Instead of the set of all measurable

functions with values in〈0,1〉, we consider anyMV-algebraM and instead of IF-events, we con-

sider the family̥ of all couples(a,b) of elements ofM such thata+ b 6 u. We introduce the

entropy of an IF-dynamical system on anMV-algebra. In Section 2, IF-dynamical systems on
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a productMV-algebraM are introduced. In Section 3, notions of an IF-partitionA of an MV-

algebraM, common refinements of IF-partitions, the entropyHα(A) of A, the conditional entropy

Hα(A|B), whereA andB are IF-partitions on a productMV-algebraM, are introduced and studied.

In the subsequent section, we introduce and study the notionof the entropy of an IF-dynamical

system on an arbitraryMV-algebra.

2. IF-dynamical Systems on ProductMV-Algebras

Let M be anMV-algebra. Then, we consider the family̥

̥= {(a,b);a+b6 u,a,b∈ M},

as a partially ordered set with ordering

A1 = (a1,b1)6 (a2,b2) = A2 ⇐⇒ a1 6 a2,b1 > b2.

With respect to this ordering,̥ is a lattice with the operations(a1,b1)∨ (a2,b2) = (a1∨a2,b1∧

b2), (a1,b1)∧ (a2,b2) = (a1∧a2,b1∨b2), the least element(0,u) and the greatest element(u,0).

The following two operations⊕,⊙ have been introduced on̥:

A1⊕A2 = (a1,b1)⊕ (a2,b2) = (a1⊕a2,b1⊙b2),

A1⊙A2 = (a1,b1)⊙ (a2,b2) = (a1⊙a2,b1⊕b2).

Definition 1. By an IF-state on̥ , we understand any functions : ̥ −→ [0,1] satisfying the

following properties:

(1) s((u,0)) = 1,s((0,u)) = 0,

(2) s(A⊕B)+s(A⊙B) = s(A)+s(B) for anyA,B∈̥,

(3) if An ր A, thens(An)ր s(A).

It has been shown in [8], that, to any IF-states : ̥ −→ [0,1], there existsα ∈ [0,1] and a state

mα : M −→ [0,1] such that

sα((a,b)) = s((a,b)) = αmα(a)+ (1−α)(1−mα(b)).

Definition 2. Let M be a productMV-algebra and̥ = {(a,b);a+ b 6 u,a,b ∈ M}. Define a

partial binary operation⊞ and a binary operation⊡ as follows: for any(a1,b1), (a2,b2) ∈̥.

(a1,b1)⊞ (a2,b2) = (a1+a2,b1+b2−u), (3)
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whenevera1+a2 6 u and 06 b1+b2−u6 u, and

(a1,b1)⊡ (a2,b2) = (a1 ·a2,u− (u−b1) · (u−b2))

= (a1 ·a2,−(−b1 ·u)− (−b2 ·u)− (−b1 ·−b2)).

Lemma 1. For eachA, B,C∈̥, the operations⊞ and⊡ have the following properties:

(1) If A⊞B is defined, thenB⊞A is defined andA⊞B= B⊞A,

(2) A⊡B= B⊡A,

(3) If A⊞B,(A⊞B)⊞C are defined, thenB⊞C,A⊞ (B⊞C) are defined and(A⊞B)⊞C =

A⊞ (B⊞C),

(4) (A⊡B)⊡C= A⊡ (B⊡C),

(5) If B⊞C is defined, then(A⊡B)⊞ (A⊡C) is defined andA⊡ (B⊞C) = (A⊡B)⊞ (A⊡C).

Proof. We only prove (5). LetA = (a,b), B = (c,d) andC = (e, f ). SinceB⊞C is defined, it

follows that

c+e≤ u, 0≤ d+ f −u≤ u.

Therefore,

a·c+a·e≤ u,

and since 0≤ d+ f −u≤ u, we have

0≥−d− f +u≥−u=⇒ u≥ (u−d)+ (u− f )≥ 0

=⇒ u≥ (u−b) · (u−d)+ (u−b) · (u− f )≥ 0

=⇒ 0≤ u− (u−b) · (u−d)− (u−b) · (u− f )≤ u.

Therefore,(A⊡B)⊞ (A⊡C) is defined. Also

A⊡ (B⊞C) = A⊡ (c+e,d+ f −u)

=

(

a· (c+e),u− (u−b) · (u−d− f +u)

)

=

(

a·c+a·e,u− (u−b) · (u−d)− (u−b) · (u− f )

)

.

On the other hand,

(A⊡B)⊞ (A⊡C) =

(

a·c,u− (u−b) · (u−d)

)

⊞

(

a·e,u− (u−b) · (u− f )

)

=

(

a·c+a·e,u− (u−b) · (u−d)− (u−b) · (u− f )

)

.

Therefore,

A⊡ (B⊞C) = (A⊡B)⊞ (A⊡C).
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Definition 3. We say that⊞n
i=1(ai ,bi) is defined if

k

∑
i=1

ai ≤ u, 0≤
k

∑
i=1

bi − (k−1)u≤ u,

for everyk= 1, ...,n.

Now, we can introduce an IF-dynamical system on a productMV-algebraM.

Definition 4. By an IF-dynamical system onM, we understand a triple(̥,s,φ), wheres : ̥−→

[0,1] is an IF-state on̥ and φ : ̥ −→ ̥ is defined byφ((a,b)) = (U1(a),U2(b)) such that

(M,mα ,U1) and(M,mα ,U2) are dynamical systems onM, alsoφ satisfying the following condi-

tions:

i) If (a1,b1)⊞ (a2,b2) is defined, thenφ((a1,b1))⊞ φ((a2,b2)) is defined andφ((a1,b1)⊞

(a2,b2)) = φ((a1,b1))⊞φ((a2,b2)),

ii) φ((a1,b1)⊡ (a2,b2)) = φ((a1,b1))⊡φ((a2,b2)),

iii) φ((u,0)) = (u,0),

iv) s(φ((a,b))) = s((a,b)) for any(a,b) ∈̥,

v) s((a,b)⊡ (u,0)) = s((a,b)) for any(a,b) ∈̥.

Example 2.1.Let a mappingφ :̥−→̥ be defined byφ((a,b)) = (U(a),b) such that(M,mα ,U)

is a dynamical system onM. Then,(̥,sα ,φ) is an IF-dynamical system.

3. Entropy of an IF-dynamical System

Definition 5. A finite collectionA= {(a1,b1), ...,(an,bn)} of elements of̥ is said to be an IF-

partition of anMV-algebraM iff

(1) ⊞n
i=1(ai ,bi) is defined,

(2) ⊞n
i=1(ai ,bi) = (u,0).

Lemma 2. Let A= {(a1,b1), ...,(an,bn)} be an IF-partition of anMV-algebraM. Then,

s(⊞n
i=1(ai ,bi)) =

n

∑
i=1

s((ai ,bi)).

Proof. Since(a1,b1)⊞(a2,b2) is defined, it holds thata1+a2 6 u and 06 b1+b2−u6 u,. Thus,

(a1,b1)⊙ (a2,b2) = (0,u). Therefore, by Definition 1,

s((a1,b1)⊞ (a2,b2)) = s((a1,b1))+s((a2,b2)).
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Then, it follows by induction that

s(⊞n
i=1(ai ,bi)) =

n

∑
i=1

s((ai ,bi)).

Definition 6. Let A= {(a1,b1), ...,(an,bn)} andB= {(c1,d1), ...,(cm,dm)} be two IF-partitions

of a productMV-algebraM. Then, the common refinement of these IF-partitions is definedas the

collection

A∨B= {(ai ,bi)⊡ (c j ,d j) : i = 1, ...,n, j = 1, ...,m}.

Definition 7. Let A= {(a1,b1), ...,(an,bn)} andB= {(c1,d1), ...,(cm,dm)} be two IF-partitions

of a productMV-algebraM. Then,B is called a refinement ofA, written asA6 B, if there exists a

partition I(1), ..., I(n) of the set{1, ...,m} such that

s((ai ,bi)) = ∑
j∈I(i)

s((c j ,d j)),

for everyi = 1, ...,n.

Proposition 1. If A= {(a1,b1), ...,(an,bn)} andB= {(c1,d1), ...,(cm,dm)} are two IF-partitions

of a productMV-algebraM, thenA∨B is also an IF-partition. Furthermore,A6 A∨B.

Proof.

⊞
n
i=1⊞

m
j=1 (ai ,bi)⊡ (c j ,d j)

=⊞
n
i=1⊞

m
j=1 (ai ·c j ,−(−bi ·u)− (−d j ·u)− (−bi ·−d j))

=

( n

∑
i=1

m

∑
j=1

ai ·c j ,
n

∑
i=1

m

∑
j=1

−(−bi ·u)

+
n

∑
i=1

m

∑
j=1

−(−d j ·u)−
n

∑
i=1

m

∑
j=1

(−bi ·−d j)− (mn−1)u

)

=

(

(
n

∑
i=1

ai) · (
m

∑
j=1

c j),−
m

∑
j=1

(
n

∑
i=1

(−bi ·u))

−
n

∑
i=1

(
m

∑
j=1

(−d j ·u))− (
n

∑
i=1

(−bi)) · (
m

∑
j=1

(−d j))− (mn−1)u

)

=

(

u,m(n−1)u+n(m−1)u− (n−1)(m−1)u− (mn−1)u

)

= (u,0).

Finally, let us mention thatA∨B is indexed by{(i, j); i = 1, ...,n, j = 1, ...,m}. Therefore, if we

put I(i) = {(i,1), ...,(i,m)}, and use the equality

(u,0) =⊞m
j=1(c j ,d j),
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we obtain

s((ai ,bi)) = s((ai ,bi)⊡ (u,0))

= s((ai ,bi)⊡

(

⊞m
j=1 (c j ,d j)

)

)

=
m

∑
j=1

s((ai ,bi)⊡ (c j ,d j))

= ∑
(i, j)∈I(i)

s((ai ,bi)⊡ (c j ,d j))

for everyi = 1, ...,n. It follows thatA∨B> A.

Lemma 3. If A = {(a1,b1), ...,(an,bn)} is an IF-partition, thenA♭ = {a1, ...,an}, A♯ = {u−

b1, ...,u−bn} are partitions of theMV-algebraM.

Proof. SinceA is an IF-partition, it follows that

⊞
n
i=1(ai ,bi) = (u,0) =⇒ (

n

∑
i=1

ai ,
n

∑
i=1

bi − (n−1)u) = (u,0)

=⇒
n

∑
i=1

ai = u,
n

∑
i=1

bi = (n−1)u

=⇒
n

∑
i=1

(u−bi) = nu− (n−1)u= u.

Therefore,A♭, A♯ are partitions ofM.

Lemma 4. If A= {(a1,b1), ...,(an,bn)} andB= {(c1,d1), ...,(cm,dm)} are IF-partitions of a prod-

uct MV-algebraM, then

(A∨B)♭ = A♭∨B♭, (A∨B)♯ = A♯∨B♯.

Proof.

(A∨B)♭ = {ai ·c j : i = 1, ...,n, j = 1, ...,m}

= {ai : i = 1, ...,n}∨{c j : j = 1, ...,m}

= A♭∨B♭.

Moreover,

(A∨B)♯ = {u+(−bi ·u)+ (−d j ·u)+ (−bi ·−d j) : i = 1, ...,n, j = 1, ...,m}

= {(u−bi) · (u−d j) : i = 1, ...,n, j = 1, ...,m}

= {(u−bi) : i = 1, ...,n}∨{(u−d j ) : j = 1, ...,m} = A♯∨B♯.
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Definition 8. If A is an IF-partition, then we define the entropy ofA (with respect to a given state

sα ) as

Hα(A) = (1−α)H(A♭)+αH(A♯),

whereH is the entropy of partitions in a productMV-algebraM (see equation (1)).

Proposition 2. If A= {(a1,b1), ...,(an,bn)} andB= {(c1,d1), ...,(cm,dm)} are two IF-partitions,

then

Hα(A∨B)≤ Hα(A)+Hα(B).

Proof. By lemma 4,

Hα(A∨B) = (1−α)H((A∨B)♭)+αH((A∨B)♯)

= (1−α)H(A♭∨B♭)+αH(A♯∨B♯)

≤ (1−α)H(A♭)+αH(A♯)+ (1−α)H(B♭)+αH(B♯)

= Hα(A)+Hα(B).

Definition 9. If A andB are two IF-partitions of a productMV-algebraM, then we define the

conditional entropy (with respect to a given statesα )

Hα(A | B) = (1−α)H(A♭ | B♭)+αH(A♯ | B♯),

whereH is the conditional entropy of partitions in a productMV-algebraM (see equation (2)).

Proposition 3. If A, B, C are IF-partitions of a productMV-algebraM, then

i) Hα(B∨C | A) = Hα(B | A)+Hα(C | B∨A),

ii) Hα(B∨C) = Hα(B)+Hα(C | B).

Proof. i) Since

H(B♭∨C♭ | A♭) = H(B♭ | A♭)+H(C♭ | B♭∨A♭),

and

H(B♯∨C♯ | A♯) = H(B♯ | A♯)+H(C♯ | B♯∨A♯),

we have

Hα(B∨C | A) = (1−α)H(B♭∨C♭ | A♭)+αH(B♯∨C♯ | A♯)

= (1−α)H(B♭ | A♭)+ (1−α)H(C♭ | B♭∨A♭)

+αH(B♯ | A♯)+αH(C♯ | B♯∨A♯)

= Hα(B | A)+Hα(C | B∨A).
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ii)

Hα(B∨C) = (1−α)H(B♭∨C♭)+αH(B♯∨C♯)

= (1−α)H(B♭)+ (1−α)H(C♭ | B♭)+αH(B♯)+αH(C♯ | B♯)

= Hα(B)+Hα(C | B).

Proposition 4. If A is an IF-partition, thenφ(A) is an IF-partition andHα(φ(A)) = Hα(A).

Proof. By definition 4, since⊞n
i=1(ai ,bi) is defined, also⊞n

i=1φ((ai ,bi)) is defined. Then,

⊞n
i=1φ((ai ,bi)) = φ(⊞n

i=1(ai ,bi)) = φ((u,0)) = (u,0).

Therefore,φ(A) is an IF-partition. It also holds that

φ(A)♭ = {U1(ai) : i = 1, ...,n} =U1(A
♭),

φ(A)♯ = {u−U2(bi) : i = 1, ...,n} =U2(A
♯).

Therefore,

Hα(φ(A)) = (1−α)H(φ(A)♭)+αH(φ(A)♯)

= (1−α)H(U1(A
♭))+αH(U2(A

♯))

= (1−α)H(A♭)+αH(A♯) = Hα(A).

Proposition 5. For any IF-partitionA, there exists

lim
n−→∞

1
n

Hα(
n−1
∨

i=0

φ i(A)).

Proof. By Proposition 2,Hα(B∨C) ≤ Hα(B)+Hα(C) for any IF-partitionsB andC. Put an =

Hα(
∨n−1

i=0 φ i(A)) for anyn∈ N. Then,an+m ≤ an+am for everyn,m∈ N and this property guar-

antees the existence of the limit

lim
n−→∞

1
n

an = lim
n−→∞

1
n

Hα(
n−1
∨

i=0

φ i(A)).

Definition 10. For every IF-partitionA, we define

hα(φ ,A) = lim
n−→∞

1
n

Hα(
n−1
∨

i=0

φ i(A)).
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Further, we define the entropy of an IF-dynamical system by

hα(φ) = sup{hα (φ ,A);A is an IF-partition}.

4. IF-dynamical Systems onMV-Algebras

Now we introduce an IF-dynamical system on an arbitraryMV-algebraM. We consider an alge-

braic structure(̥,⊞,(u,0)), where⊞ is a partial binary operation on̥ defined by the formula

(3).

Definition 11. By an IF-dynamical system on an arbitraryMV-algebraM, we shall understand a

triple (̥,s,φ), wheres : ̥ −→ [0,1] is a IF-state on̥ andφ : ̥ −→ ̥ is a mapping satisfying

the following conditions:

i) If (a1,b1)⊞ (a2,b2) is defined, thenφ((a1,b1))⊞ φ((a2,b2)) is defined andφ((a1,b1)⊞

(a2,b2)) = φ((a1,b1))⊞φ((a2,b2)),

ii) φ((u,0)) = (u,0),

iii) s(φ((a,b))) = s((a,b)) for any(a,b) ∈̥.

If A= {a1, ...,an} andB= {b1, ...,bk} are partitions of unity inM, then their common refinement

is any setS= {ci j ; i = 1, ...,n, j = 1, ...,k} of elements ofM such that

ai =
k

∑
j=1

ci j , i = 1, ...,n, b j =
n

∑
i=1

ci j , j = 1, ...,k.

Lemma 5. To any partitionsA, B, there exists their common refinement.

Proof. See [16].

Proposition 6. To any IF-partitionsA, B, there exists their common refinement.

Proof. Let A = {(a1,b1), ...,(an,bn)} and B = {(t1,d1), ...,(tm,dm)} be two IF-partitions. By

Lemma 5,A♭, A♯, B♭ andB♯ are partitions ofMV-algebraM. By Lemma 4.2, for partitionsA♭

andB♭, there exists a common refinement

C♭ = {c♭i j : i = 1, ...,n, j = 1, ...,m}

of elements ofM such that

ai =
m

∑
j=1

c♭i j , i = 1, ...,n,

t j =
n

∑
i=1

c♭i j , j = 1, ...,m,
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and for partitionsA♯ andB♯, there exists a common refinement

C♯ = {c♯i j : i = 1, ...,n, j = 1, ...,m}

of elements ofM such that

u−bi =
m

∑
j=1

c♯i j , i = 1, ...,n,

u−d j =
n

∑
i=1

c♯i j , j = 1, ...,m.

Now, we consider the collection

C= {Ci j = (c♭i j ,u−c♯i j ) : i = 1, ...,n, j = 1, ...,m}.

We have
l

∑
j=1

k

∑
i=1

c♭i j ≤
l

∑
j=1

t j ≤ u,

and
l

∑
j=1

k

∑
i=1

(u−c♯i j )≤
l

∑
j=1

k

∑
i=1

u≤ klu,

for every l = 1, ...,m,k = 1, ...,n. Also, sinceB is an IF-partition, then(l − 1)u ≤ ∑l
j=1d j ≤ lu,

thus

l

∑
j=1

k

∑
i=1

(u−c♯i j ) = klu−
l

∑
j=1

k

∑
i=1

c♯i j

≥ klu−
l

∑
j=1

(u−d j)

≥ (kl −1)u,

for everyl = 1, ...,m,k= 1, ...,n. Therefore,⊞n
i=1⊞

m
j=1 (c

♭
i j ,u−c♯i j ) is defined as

⊞
m
j=1(c

♭
i j ,u−c♯i j ) = (

m

∑
j=1

c♭i j ,
m

∑
j=1

(u−c♯i j )− (m−1)u)

= (ai ,mu−
m

∑
j=1

c♯i j − (m−1)u) = (ai ,bi),

for everyi = 1, ...,n.

⊞
n
i=1(c

♭
i j ,u−c♯i j ) = (

n

∑
i=1

c♭i j ,
n

∑
i=1

(u−c♯i j )− (n−1)u)

= (t j ,nu−
n

∑
i=1

c♯i j − (n−1)u)

= (t j ,d j),
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for every j = 1, ...,m. Also,

⊞n
i=1⊞

m
j=1 (c

♭
i j ,u−c♯i j ) = (

n

∑
i=1

m

∑
j=1

c♭i j ,
n

∑
i=1

m

∑
j=1

(u−c♯i j )− (mn−1)u)

= (
n

∑
i=1

ai ,mnu−
n

∑
i=1

m

∑
j=1

c♯i j − (mn−1)u)

= (
n

∑
i=1

ai ,u−
n

∑
i=1

(u−bi))

= (u,0).

Therefore,C is an IF-partition and is common refinement ofA andB.

Definition 12. If A= {(a1,b1), ...,(an,bn)} andB= {(t1,d1), ...,(tm,dm)} are two IF-partitions of

anMV-algebraM, we define the entropy ofA by

H(A) =
n

∑
i=1

f (s((ai ,bi))),

where f (x) =−xlogx, if x> 0, f (0) = 0 and the conditional entropy by

HC(A|B) =
n

∑
i=1

m

∑
j=1

s((t j ,d j)) f (
s(Ci j )

s((t j ,d j))
).

We omit the j−terms whens((t j ,d j)) = 0.

Proposition 7. Let A andB be IF-partitions ofM, andC be an arbitrary common refinement ofA

andB. Then,

i) HC(A|B)≤ H(A),

ii) H(C) = H(A)+HC(B|A),

iii) H(C)≤ H(A)+H(B).

Proof. We only prove (ii).

H(C) =
n

∑
i=1

m

∑
j=1

f (s(Ci j )) =
n

∑
i=1

m

∑
j=1

f (s((ai ,bi))
s(Ci j )

s((ai ,bi))
)

=−
n

∑
i=1

m

∑
j=1

s(Ci j ) logs((ai ,bi))−
n

∑
i=1

m

∑
j=1

s(Ci j ) log(
s(Ci j )

s((ai ,bi))
)

=−
n

∑
i=1

logs((ai ,bi))
m

∑
j=1

s(Ci j )+
n

∑
i=1

m

∑
j=1

s((ai ,bi)) f (
s(Ci j )

s((ai ,bi))
)

=−
n

∑
i=1

s((ai ,bi)) log(s((ai ,bi)))+HC(B|A)

= H(A)+HC(B|A).
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Lemma 6. For any IF-partitionA, φ(A) is an IF-partition, too. Moreover,H(φ(A)) = H(A).

Proof. The proof is straightforward.

Definition 13. For any IF-partitionA and any positive integern, we define

Hn(φ ,A) = inf
C

H(C),

such thatC is a common refinement ofA,φ(A), ...,φn−1(A).

Proposition 8. There exists limn−→∞
1
nHn(φ ,A).

Proof. See [16].

Definition 14. The entropy of an IF-dynamical system(̥,s,φ) is defined by the formula

h(φ) = sup
A

h(φ ,A),

whereA is an IF-partition and

h(φ ,A) = lim
n−→∞

1
n

Hn(φ ,A).

5. Conclusions

In this paper, we have studied dynamical systems based on IF-events inMV-algebras. We have

defined a special type of the notion of entropy on this system in a productMV-algebra. Also, we

have introduced the entropy of an IF-dynamical system on an arbitrary MV-algebra.
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