Cankaya University Journal of Science and Engineering C\I '\J
Volume 13, No. 1 (2016) 016-030 e

Entropy of Intuitionistic Fuzzy-Dynamical
Systems oMV -algebras

Batool Mosapour

Department of Mathematics, Shahid Bahonar University ofiiéa, Kerman, Iran.
e-mail: mosapourbatool@gmail.com

Abstract: In this paper, intuitionistic fuzzy-dynamical systems-fifnamical systems) on aviV-algebra
are introduced. Also the entropy of IF-dynamical systeniati®duced and studied. Several related results
are proved.

Keywords: MV-algebra, entropy, IF-dynamical system.

1. Introduction

The classical logic can be described by the Boolean algefmfatlee quantum logic can be de-
scribed by orthomodular lattices. In the study of quantugide, MV-algebras play an analogous
role to that of Boolean algebras in classics logic. Now, waaltesome elementary notions and
conclusions abouvlV-algebras.

An algebra(M, 0,1, ,®,®) is said to be aMV-algebra iff it satisfies the following conditions:

(1) adb=boa,

(2) (adb)yesc=as (bsc),
(3) a®0=a,

(4) a®1=1,

(5) 0=1and1=0,

(6) acb= (@b,

(7) a® (awb) =ba (bad),

We note that (7) ensurgs’)’ = a for all a € M, i.e., the complementatioh: M — M is an
involutive mapping. In addition, by the De Morgan law (6)etbperation® is associative and
symmetric, with the neutral element 1 and annihilator 0. @frse, by the Mundici theorem [10],
any MV-algebra can be represented by a commutdthgroup. Recall that a commutatiie
group is an algebraic systef®, +, <), where(G, +) is a commutative grougG, <) is a partially
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ordered set, being a lattice aad< b impliesa+c < b+c. Let (G,+,<) be a commutativé-
group, 0 be a neutral element @&,+) andu € G,u > 0. On the interval< 0,u >, define the
following operations:

adb=(a+b)Au,
acGb=(a+b—u)Vvo,

ad=u—a

Then,MG = (< O,u>,®,®,",u,0) becomes aMV-algebra. The Mundici theorem states that to
any MV-algebra, there exists a commutativegroup G with a strong unitu (i.e., for anya € G,
there exist € N such that < nu) such that G, u) is unique up to isomorphism amd ~ MG. A
productMV-algebra can be defined as an algebraic system

(M’®a®a'a/)u)0)a

where(M,®,®,",u,0) is anMV-algebra and is a binary operation, satisfying the following con-
ditions:

() u-u=u,

(i) The operation is commutative and associative,
(i) If a+b<u,thenc-a+c-b<uandc-(a+b)=c-a+c-bforanyce M,
(iv) If an \(0,b, \, 0, thenay- b, \, 0.

By using the notion of a state on &fV-algebra, one can introduce the entropy of partitions in
a MV-algebra, which is a useful tool in the study of dynamicalteys and their isomorphism.
If two dynamical systems are isomorphic, they have the samremy. Therefore, systems with
different entropies cannot be isomorphic. The concept ey plays a major role in thermo-
dynamics and statistical mechanics. It serves to desdnbeamount of uncertainty in physical
systems.

The notion of the entropy of dynamical systems onMii-algebraM is introduced in [13, 14,

16]. If M is a productMV -algebra, then by a dynamical systemMnwe shall understand a triple
(M,mU), wherem: M — [0,1] is a state oM andU : M — M is a mapping satisfying the
following conditions:

(i) If a+b<uthenU(a)+U(b) <uandU(a+b)=U(a)+U(b),
(i) U(a-b)=U(a)-U(b),
(i) U(u)
(iv) m(U(a)) =m(a) for anya e M.

u,
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A partition of unityu in M is a setA = {ay, ...,a,} of elements oM such thaig; + ... + a, = u.
Then, the entropy of partitioA is defined by

H(A) = 3 f(m(a)) (1)
wheref(x) = —xlogx, if x> 0, f(0) = 0 and the conditional entropy is defined by
n m m(ai 'bj)
H(A|B) = bj)f(————= 2
(AB)=3 3 mbpi(= g @

omitting the j—terms wherm(b;) = 0. Also

h(U,A) = nli_n?m%H(n\/lUi(A)).
i=0

Further, the entropy of dynamical system is defined by
h(U) = sup{h(U,A);Ais a partitior}.

The theory of fuzzy sets introduced by [18] has showed medmirapplications in many fields
of study. The idea of fuzzy set is welcome, because it handiesrtainty and vagueness, which
a cantorian set could not address. In fuzzy set theory, thalbmaeship of an element in a fuzzy
set is a single value between zero and one. However, inyetlihay not always be true that
the degree of non-membership of an element in a fuzzy setuial ¢g 1 minus the membership
degree, because there may be some hesitation degree.drbeeefeneralization of fuzzy sets was
introduced by K. Atanassov [2] as intuitionistic fuzzy s@tsS). IFSs incorporate the degree of
hesitation, called hesitation margin. The notion of defjnimuitionistic fuzzy sets as generalized
fuzzy sets is quite interesting and useful in many applicatireas. The knowledge and semantic
representation of intuitionistic fuzzy sets becomes moeammgful, resourceful and applicable,
since it includes the degree of belongingness, degree cbalmmgingness and the hesitation
margin [1].

An IF-set (IFS)A on a space is understood as a coupl@a, va), wherepa : Q — (0,1),va :
Q — (0,1) such thatua(w) + va(w) < 1 for eachw € Q. The functionp, is called the mem-
bership function, the functiomy is called the non membership function. An IBS= (Ua,Va) IS
called IF-event, ifua, va are measurable with respect tawaalgebra of subsets @. In [9], K.
Lendelova and J. Petrovicova introduced representatidi-pfobability onMV-algebras.

In the present paper, we shall use a more general situatimtedd of the set of all measurable
functions with values if{0, 1), we consider anV-algebraM and instead of IF-events, we con-
sider the familyF of all couples(a,b) of elements oM such thata+ b < u. We introduce the
entropy of an IF-dynamical system on MV-algebra. In Section 2, IF-dynamical systems on
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a productMV-algebraM are introduced. In Section 3, notions of an IF-partitigrof an MV -
algebraM, common refinements of IF-partitions, the entrafy(A) of A, the conditional entropy
Hq (A|B), whereA andB are IF-partitions on a produbV-algebraM, are introduced and studied.
In the subsequent section, we introduce and study the nofitime entropy of an IF-dynamical
system on an arbitranylV-algebra.

2. IF-dynamical Systems on ProductMV-Algebras

Let M be anMV-algebra. Then, we consider the family
F ={(ab);a+b<uabeM},
as a partially ordered set with ordering
Ar = (ag,br) < (ag,b2) = Ap == a; < ap,b1 > by.

With respect to this ordering; is a lattice with the operation@y,b;) Vv (az,bz) = (a1 vV ag,by A
bo), (a1,b1) A (az,b2) = (au Aap, b1V by), the least elemer{D, u) and the greatest elemefut, 0).

The following two operations>, ® have been introduced an:
A1 A= (ag,br) @ (az,b2) = (a1 ® az,by © by),

AL O A = (a1,b1) ® (az,bz) = (g ®ap, by B by).

Definition 1. By an IF-state ont, we understand any functio&i: f — [0,1] satisfying the
following properties:

(1) s((u,0)) = 1,s((0,u)) =0,
(2) sS(A@B)+s(A®B) =s(A)+s(B) foranyABe F,
(3) if Ay A, thens(A,) 7 S(A).

It has been shown in [8], that, to any IF-statef — [0, 1], there existx € [0,1] and a state
Mgy : M — [0, 1] such that
sa((a,h)) = s((a,b)) = amy(a) + (1 — a)(1—my(b)).

Definition 2. Let M be a productMV-algebra and- = {(a,b);a+b < u,a,b € M}. Define a
partial binary operatiof8 and a binary operatiorl as follows: for any(as, b), (a2,b2) € F.

(a1,br) B (ag,bz) = (ag +az,by + bz —u), (3)
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whenever; +a, < uand 0< by +b, —u<u, and

(a.]_,b]_) ] (a.z,bz) = (a.]_ -ag,U— (U— b]_) . (U— bz))
= (a.]_ - ay, —(—b]_ . U) — (—bz . U) — (—b]_ . —bz)).

B. Mosapour

Lemma 1. For eachA, B, C € F, the operation&d and[-] have the following properties:

(1) If AEBBIis defined, theBH Ais defined andAEEB = BHA,
(2) ALDB=BUA,

(3) If AEB,(AEB)HC are defined, theBEHC,AH (BEC) are defined andAHB)BHC =

AT (BEC),
(4) (ACB)EC=AE(BLC),

(5) If BEHC is defined, thedALIB) H (ALIC) is defined and\[J (BEHC) = (AL B) B

(ACIC).

Proof. We only prove (5). LeA = (a,b), B=(c,d) andC = (e, f). SinceBHC is defined, it

follows that
c+e<u, O0<d+f—-u<u

Therefore,
a-ct+a-e<u,

and since 6 d+ f —u < u, we have

0>-d-f+u>—-u=—u>(u—-d)+(u—-f)>0

(u=b)-(u—d)+(u—b)-(u—-f)>0

| \/

= 0<u—(u—b)-(u—d)—(u—b)-(u—f)<u

Therefore, (AL B) B (ALC) is defined. Also

AL (BHC)=A(c+ed+f—u)

= (a-(c+e),u—(u—b)-(u—d— f+U)>

<a ct+a-eu—(u— b)~(u—d)—(u—b)-(u—f)>.

On the other hand,

(AB)H ADC_(a c,u— ) - (U— d)> (a-e,u—(u—b)-(u—f))
(

Therefore,
AL (BHEC) = (ALB)H(ALC).

a-ct+a-eu—(u— b)~(u—d)—(u—b)-(u—f)>.
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Definition 3. We say thatd]! ;(a;,b) is defined if

k k
Zagu, 0< Y b—(k—1u<uy,
i= i=

foreveryk=1,...,n.

Now, we can introduce an IF-dynamical system on a pro\¢talgebraM.

Definition 4. By an IF-dynamical system dvl, we understand a triplg-, s, @), wheres: f —
[0,1] is an IF-state orr and @ : F — F is defined byg((a,b)) = (Ui(a),Uz(b)) such that
(M, mg,Us) and(M, mg,U,) are dynamical systems o, also ¢ satisfying the following condi-
tions:

i) If (a1,b1) B (ap,by) is defined, therp((as,b1)) B @((az,by)) is defined andp((ag,b;) B
(a2,02)) = @((a1,b1)) B @((a2,b2)),
i) @((a1,b1) M (a2, b)) = @((aq,b1)) L @((az,b2)),
i) ((u,0)) = (u0),
iv) s(¢((a,b))) =s((a,b)) forany(a,b) € r,
v) s((a,b)J(u,0)) =s((a,b)) forany(a,b) € .

Example 2.1.Leta mappingp: F — F be defined byp((a,b)) = (U (a),b) such tha{M,m,,U)
is a dynamical system dd. Then,(f,sq, @) is an IF-dynamical system.

3. Entropy of an IF-dynamical System

Definition 5. A finite collectionA = {(az,b1),..., (an,bn)} of elements ofr is said to be an IF-
partition of anMV-algebraM iff

(1) B ,(a,by) is defined,
(2) BL(a,bi) = (u,0).

Lemma 2. LetA={(as,bs),...,(an,bn)} be an IF-partition of aMV-algebraM. Then,

Sy (a b)) = is«a,bﬁ)).

Proof. Since(ay,by)H (az,by) is defined, it holds thad; +a, < uand 0< by +by —u < u,. Thus,
(aq,b1) ® (ap,b2) = (O,u). Therefore, by Definition 1,

s((a1,1) B (az,b2)) = s((a1,b1)) +s((az,b2)).
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Then, it follows by induction that

n

i= I P4 E I
|

Definition 6. Let A= {(az,b1),...,(an,bn)} andB = {(c1,d1), ..., (Cm,dm)} be two IF-partitions
of a productMV-algebraM. Then, the common refinement of these IF-partitions is defasetthe
collection

AVB={(a,b)H(cj,dj):i=1,...,nj=1..m}

Definition 7. Let A= {(as,b1),...,(an,bn)} andB = {(c1,d1), ..., (Cm,dm)} be two IF-partitions
of a productMV-algebraM. Then,B is called a refinement @&, written asA < B, if there exists a
partition| (1), ...,1(n) of the set{1,...,m} such that

S((ab) = ¥ si(ci.d))),

IS0

foreveryi=1,...,n

Proposition 1. If A= {(az,b1),...,(an,bn)} andB = {(c1,d1), ..., (Cm,dm) } are two IF-partitions
of a productMV-algebraM, thenAV B is also an IF-partition. FurthermorA,< AV B.

Proof.

B B (&, bi) H(cj,d))

£33 (03 3 (bt (mn-1 )
_ n m . -~ m n —bl
<(._ )3 03 (3 (h-u)

S (S (i u) = (S (—b) - (3 (—d)) — (mn—1
3,03 (-61-0) (3 (-0)-(3 ()~ (mn )

Finally, let us mention thaAV B is indexed by{(i, j);i = 1,...,n,j = 1,...,m}. Therefore, if we
putl(i) ={(i,1),...,(i,m)}, and use the equality

(U, O) = Bﬂrjﬂ:l(cj ) d] )a
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we obtain
s((ai,bi)) = s((ai, bi) (1 (u,0))
ZSGaMOD(EﬁawaO)
- i S((a,B) 3 (¢, )
|)Zel s((ai,bi) [ (cj, dj))
mmwalePWRHMMMSmmAVB;A. n

Lemma 3. If A= {(as,by),...,(an,bn)} is an IF-partition, then = {a1,...,an}, Al = {u—
bi,...,u— by} are partitions of thé1V-algebraM.

Proof. SinceAis an IF-partition, it follows that

B, (a,b) = ZaZh (n—1)u) = (u,0)

= 'Zlai =u, 'Elbi =(n—-1u
= i(u—bi) =nu—(n—-1u=u.

Therefore A, A are partitions oM. ]

Lemmad. If A={(a,bs),...,(an,by)} andB = {(c1,d1), ..., (Cm,dm) } are IF-partitions of a prod-
uctMV-algebraM, then

(AVB)Y =A VP, (AVB)F = A" VB
Proof.

(AVB) ={a-cj:i=1,...,n,j=1,...m}
={a:i=1..,n}v{c:j=1,..m}
=AVB.

Moreover,

(AvV B)ﬁ ={u+(—bi-u)+(—dj-u)+(=b-—dj):i=1,..,nj=1..m}
={(u=b)-(u—dj):i=1..,nj=1..m}
={(u—b):i=1,...,nv{u—d):j=1..,m}=A VB,
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Definition 8. If Ais an IF-partition, then we define the entropyfofwith respect to a given state

Sq) @s
Ha(A) = (1— a)H(A’) + aH(AY),

whereH is the entropy of partitions in a produktV-algebraM (see equation (1)).
Proposition 2. If A= {(as,b1),...,(an,by)} andB = {(c1,d1), ..., (Cm,dm) } are two IF-partitions,

then
Hqa (AV B) < Hg(A) +Hq(B).
Proof. By lemma 4,
Hq(AVB) = (1—a)H((AVB)’)+aH((AVB))
(1—a)H (A VB’) 4 aH (A VB
<(1- a)H(Ab)+aH(Aﬁ) (1—a)H(B’) + aH (B
H

Definition 9. If A andB are two IF-partitions of a produddlV-algebraM, then we define the
conditional entropy (with respect to a given stgi¢

Ha(A|B) = (1— a)H(A’ | B’) + aH(A"| BY),
whereH is the conditional entropy of partitions in a prodidY -algebraM (see equation (2)).
Proposition 3. If A, B, C are IF-partitions of a produdV-algebraM, then
i) He(BVC|A)=Hg(B|A)+Hs(C|BVA),
Proof. i) Since
H(BVC |A)=H(B |A)+H(C |BVA),

and
H(B*VCF | A') = H(B* | A") + H(C* | B v AY),

we have
Hye(BVC|A)=(1—a)H(B’VC’ | A’) +aH (B vC! | AY)
=(1-a)H(B |A)+(1—a)H(C |B VA
+aH (B | AY) + aH(C* | BF VAY)
—=Ha(B|A)+Hq(C|BVA).
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i)
Hq(BVC) = (1— a)H(B’VC’) + aH (B v CY)
= (1—a)H(B)+(1—a)H(C’ | B’) +aH (B + aH(C' | BY)
= Ha(B)+Hqa(C| B).

|
Proposition 4. If Ais an IF-partition, themp(A) is an IF-partition andHq (@(A)) = Ha (A).
Proof. By definition 4, sinced!! ; (a;,b) is defined, alséd} ; ¢((&;, b)) is defined. Then,
HiL10((a, b)) = (B4 (a,bi)) = @((u,0)) = (u,0).
Therefore,@(A) is an IF-partition. It also holds that
@A) ={Us(&):i=1,...n} =Uy(A),
@A) = {u—Uy(bi) i =1,...,n} = Up(AY).
Therefore,
Ha(@(A)) = (1— a)H(@(A)) + aH (p(A))
= (1— a)H(U1(A") + aH (U(AY))
= (1—a)H(A) + aH(AY) = Hg(A).
|

Proposition 5. For any IF-partitionA, there exists
1 M
n“i}”(}oﬁHa(i\_/o @A)
Proof. By Proposition 2H,(BVC) < Hq(B) + Hq(C) for any IF-partitionsB andC. Puta, =
HO,(\/{‘:‘O1 '(A)) for anyn € N. Then,an, m < an + am for everyn,m < N and this property guar-
antees the existence of the limit
n—1

1 1 i
Jim 2o = fim, Zo(\/ ¢/(4)
]
Definition 10. For every IF-partitiorA, we define
n-1

ha (@A) = lim_ZHa(\/ ¢(A))
i=0
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Further, we define the entropy of an IF-dynamical system by

ha (@) = sup{hq (@,A); Ais an IF-partitior}.

4. IF-dynamical Systems orMV-Algebras

Now we introduce an IF-dynamical system on an arbitfdiy-algebraM. We consider an alge-
braic structurg(F ,H, (u,0)), whereH is a partial binary operation op defined by the formula

@A).

Definition 11. By an IF-dynamical system on an arbitrav/-algebraM, we shall understand a
triple (F,s, @), wheres: f — [0,1] is a IF-state orF andg: F — F is a mapping satisfying
the following conditions:

i) If (a1,b1) B (ap,by) is defined, thenp((as,b1)) B @((az,by)) is defined andp((as,b;) B
(a2,02)) = ¢((a1,b1)) H ¢((az, b2)),
i) @((u,0)) = (u,0),
i) s(p((a,b))) =s((a,b)) forany(a,b) € .

If A={ay,...,an} andB = {by,...,bx} are partitions of unity irtM, then their common refinement
is any seS= {cjj;i=1,...,n,j = 1,....k} of elements oM such that

k n
a = Cij,i:l,...,l’], bj: Cij,j:]_,...,k.
2 2

Lemma 5. To any partitionsA, B, there exists their common refinement.

Proof. See [16]. [

Proposition 6. To any IF-partitionsA, B, there exists their common refinement.

Proof. Let A= {(az,b1),...,(an,bn)} and B = {(t1,d1), ..., (tn,dm)} be two IF-partitions. By
Lemma 5,A’, A?, B> and B’ are partitions oMV-algebraM. By Lemma 4.2, for partitiong\’
andB’, there exists a common refinement

C={c¢ :i=1,...,nj=1..m}

of elements oM such that
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and for partitionsA? andB?, there exists a common refinement
= {c’iij i=1..,nj=1..m}
of elements oM such that o
u—hj= Zcﬁ,' =1,....n,
=
n
u—d; = Zlc’iij,j =1,..m
i=
Now, we consider the collection
C={Gj=(dj,u—c):i=1..nj=1..m}.
We have . |
g <Yyt<uy,
|1=1i= =1
and
k u Ik
zz;u—c.nsz <K
j=1i= j=1i=
for everyl = 1,...mk=1,....n. Also, sinceB is an IF-partition, ther{l — 1)u < zlj:]_dj <lu,
thus
Ik
> > (u—gj) =klu- z Zl 1
j=1li=
>klu—% (u—dj)
,Zl
(kI —1)

foreveryl =1,...mk=1,...,n. Therefore & ; EEfj“:l (c}fj,u c ) is defined as

B (c,l,u cﬂ Z ,J,Zu cji (m—1)u)

= (&, mu— Zc (m—1)u) = (a,b),

foreveryi=1,...,n

n

B c,J,u cm Z,J,Zl (n—1)u)
= (tj,nu— icl

:(tj7dj)7
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for everyj=1,...,m. Also,

B, B (¢ u— c Zl le u— c (mn—1)u)
=1
= (.Zlai,mnu— Zl Zlciﬁj — (mn—1)u)
i= I=1]=

n n
= ( a,u— (U - b))
272
= (u,0).
ThereforeC is an IF-partition and is common refinementféndB. [

Definition 12. If A= {(as,b1),..., (an,bn)} andB = {(t1,d1), ..., (tm,dm) } are two IF-partitions of
anMV-algebraM, we define the entropy & by

- 3 f(s(lau)

wheref(x) = —xlogx, if x> 0, f(0) = 0 and the conditional entropy by

B n m (Clj)
el _ZIJZ G aD S dy

We omit thej—terms whers((tj,d;)) = 0.

Proposition 7. Let A andB be IF-partitions oM, andC be an arbitrary common refinement/Af
andB. Then,

) Hc(AIB) <H(A),

i) H(C)=H(A)+Hc(B|A),

iii) H(C) <H(A)+H(B).

Proof. We only prove (ii).

n m S(Ci')
ZZfCHZZZ (5)) e )
:—ZI 1 CIJ )logs((ai,hi)) — imls(cij)log( (?;Cli)))))
= == T
:—leogS((ai,h E CIJ imls((ahbl))f(s(?(alcub))))
i= =1 I=11= o

_.I_
@
2

zfiw&nmww@mm>

=H(A)+Hc(BIA).
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Lemma 6. For any IF-partitionA, @(A) is an IF-partition, too. MoreoveH (¢(A)) = H(A).
Proof. The proof is straightforward. [
Definition 13. For any IF-partitionA and any positive integer, we define

Hn(@,A) = irng(C),
such thaC is a common refinement &, @(A), ..., " 1(A).
Proposition 8. There exists M. 1Hn (@, A).
Proof. See [16]. [
Definition 14. The entropy of an IF-dynamical systeih, s, @) is defined by the formula

h(p) = sgph(cp,A),

whereA is an IF-partition and
1
h((va) = anﬁHn((va)'

5. Conclusions

In this paper, we have studied dynamical systems based emdfts inMV-algebras. We have
defined a special type of the notion of entropy on this systemproductMV-algebra. Also, we
have introduced the entropy of an IF-dynamical system orritrary MV -algebra.
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