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#### Abstract

The purpose of this study is twofold. For the first part, the entropy of countable partitions on an effect algebra with the Riesz decomposition property is defined. In addition, the lower and upper entropy and the conditional entropy considering a suitable state and transformation functions are introduced. Then, some basic properties of these notions are investigated. In the second part, weak sequential effect algebra is introduced followed by a definition for the entropy of countable partitions on this structure. Furthermore, with the help of appropriate state and transformation functions, the notion of entropy, conditional entropy and relative entropy are introduced. In the final step, some properties of these concepts are studied.
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## 1. Introduction

The Kolmogorov-Sinai entropy was introduced to distinguish two dynamical systems in the classical probability theory. In fact, the K-S entropy is a dynamical invariant that can be used as a tool to measure the amount of uncertainty in random events. Every pair of isomorphic dynamical systems has the same entropy. This notion was generalized in many directions ([3,16, 18, 28], etc.). If $(\Omega, \beta, \rho)$ is a probability space, the entropy of a measurable partition $A=\left\{A_{1}, \ldots, A_{n}\right\}$ of $\Omega$ is defined as $H(A)=-\sum_{i=1}^{n} \rho\left(A_{i}\right) \log \rho\left(A_{i}\right)$. If $T: \Omega \rightarrow \Omega$ is a measure preserving transformation, and if $\bigvee_{i=0}^{n-1} T^{-i}(A)$ denotes the common refinement of the partitions $A, T^{-1}(A),, T^{-(n-1)}(A)$, then there is the limit $h(T, A):=\lim _{n \rightarrow \infty} \frac{1}{n} \bigvee_{i=0}^{n-1} T^{-i}(A)$. The K-S entropy is $h(T):=\sup \{h(T, A):$ $A$ is a measurable partition of $\Omega\}$. Probability theory was one of the first fields of mathematics using fuzzy sets. The main idea of fuzzy entropy is replacing the partitions with fuzzy partitions. The fuzzy partition of the probability space $(\Omega, \beta, \rho)$ is defied as a finite system of measurable
functions $f_{i}: \Omega \rightarrow[0,1], i=1,2, \ldots, n$ such that $\sum_{i=1}^{n} f_{i}(x)=1, \forall x \in \Omega$. There are many possibilities for operations with fuzzy sets. One of the first models was introduced by Dumitrescu [4-11]. In this model, instead of a probability measure, a function $m: F \rightarrow[0,1]$ has been considered such that $m\left(\sum_{i=1}^{k} g_{i}\right)=\sum_{i=1}^{k} m\left(g_{i}\right)$ whenever $\sum_{i=1}^{k} g_{i} \leq 1$. The entropy of this fuzzy partition was given by the classical formula $H(A)=-\sum_{i=1}^{n}\left(m\left(f_{i}\right)\right) \log \left(m\left(f_{i}\right)\right)$ whenever $m\left(f_{i}\right) \neq 0$ and $H(A)=0$ when $m\left(f_{i}\right)=0$. Some researchers have defined fuzzy entropy considering algebraic structures such as MV-algebras and effect algebras as a probability space [3, 20, 21]. One of the important notions of entropy is the refinement and join of two or more partitions. In classical probability theory, the common refinement of $A=\left\{A_{1}, \ldots, A_{m}\right\}$ and $B=\left\{B_{1}, \ldots, B_{n}\right\}$ is simply $C=\left\{A_{i} \cap B_{j}: 1 \leq i \leq m, 1 \leq j \leq n\right\}$. However, this method cannot be used in more general algebraic structures. The algebraic structures must have some special conditions. For the first time, Malickı and B. Riecan [18] suggested a suitable refinement and join of two or more partitions for defining entropy on structures with fuzzy sets. Effect algebras have been introduced by D. J. Foulis and M. K. Bennett in 1994 [1] to model unsharp measurements in a quantum mechanical system. They are a generalization of many structures which arise in quantum physics and mathematical economics [2, 19]. In fact, effect algebras are a generalization of Boolean algebras, MV-algebras, orthomodular lattices, orthomodular posets and orthoalgebras. For relations among these structures and some other related structures see, e.g., [12]. Effect algebras with the Riesz decomposition property and sequential effect algebras are very important subclasses of effect algebras [17, 22-25]. In order to define the entropy, these subclasses have necessary conditions; therefore, some writers generalize the notion of entropy for effect algebras with the Riesz decomposition property and sequential effect algebras [3, 26, 27].

In fuzzy entropy, finite partitions have always been studied until Ebrahimi [13] introduced the entropy with countable partitions. This notion was further developed and studied in [14, 15]. According to the mentioned sources, entropy on algebraic structures has been defined with finite partitions.

The notion of countable partitions and entropy on countable partitions in effect algebra with Riesz decomposition property and weak sequential effect algebra are introduced in Sections 2 and 6, respectively. In these sections, it is proved that finer partitions have bigger entropy. In addition, if " P " is a partition that is obtained by joining two partitions " A " and " B ", then the entropy of " P " is less than that of the summation entropy "A" and entropy "B". Conditional entropy and relative entropy of effect algebra with RDP and weak sequential effect algebra are defined in Sections 3 and 7, respectively. The properties of these entropies, especially the relations between the conditional entropy, the relative entropy, the entropy of partitions and the entropy of join of partitions are investigated. In Section 4, the lower and the upper entropies of a dynamical system
on effect algebra with RDP are explored and it is proved that two isomorphic dynamical systems have the same lower and upper entropies. In Section 5, a product operation between two effect algebras with RDP is introduced and it is proved that the product of two effect algebras with RDP is an effect algebra with RDP. Afterwards, it is proved that generally the entropy of the product of two effect algebras with RDP is bigger than the summation entropy of the two effect algebras with RDP. The entropy of a dynamical system on a weak sequential effect algebra is defined in Section 8 and some properties of this entropy are proved. Finally, in the most important theorem of this section it is proved that two isomorphic dynamical systems have the same entropy.

## 2. Countable Partition and Entropy of an Effect Algebra with RDP

In this section, we first define a countable partition, the refinement of a countable partition and the join of two countable partitions of an effect algebra with RDP. Then we define an entropy on a countable partition and investigate the relations between entropies of a countable partition, the refinement of a countable partition and the join of two countable partitions.

Definition 1. An effect algebra is a partial algebra $E=(E, \oplus, \theta, 1)$ with a partially defined operation $\oplus$ and two constant elements $\theta$ and 1 such that for all $a, b, c \in E$ :
(i) if $a \oplus b$ is defined, then $b \oplus a$ is defined and $a \oplus b=b \oplus a$;
(ii) if $(a \oplus b) \oplus c$ is defined, then $a \oplus(b \oplus c)$ is defined and $(a \oplus b) \oplus c=a \oplus(b \oplus c)$;
(iii) for any $a \in E$, there exists a unique element $a^{\prime} \in E$ such that $a \oplus a^{\prime}=1$;
(iv) if $a \oplus 1$ is defined in E , then $a=\theta$.

Definition 2. We say that $a \leq b$ if there exists an element $c \in E$ such that $a \oplus c=b$.

Definition 3. The effect algebra $E$ has the Riesz decomposition property (RDP) if $x \leq y_{1} \oplus y_{2}$ implies that there exist two elements $x_{1}, x_{2} \in E$ with $x_{1} \leq y_{1}$ and $x_{2} \leq y_{2}$ such that $x=x_{1} \oplus x_{2}$. This means $E$ has RDP iff $x_{1} \oplus x_{2}=y_{1} \oplus y_{2}$ implies there exist four elements $c_{11}, c_{12}, c_{21}, c_{22} \in E$ such that $x_{1}=c_{11} \oplus c_{12}, x_{2}=c_{21} \oplus c_{22}, y_{1}=c_{11} \oplus c_{21}, y_{2}=c_{12} \oplus c_{22}$.

Example 2.1. Let $E=([0,1], \oplus, 1,0)$. Then, $a \oplus b:=\min \{1, a+b\}, \forall a, b \in[0,1]$.
Definition 4. Let $E$ be an effect algebra. A countable sequence $A=\left\{a_{i}\right\}_{i=1}^{\infty}$ of elements of $E$ is called a countable partition of $E$, if $\underset{i=1}{\infty} a_{i}$ exists in $E$ and $\underset{i=1}{\infty} a_{i}=1$. $\left(\underset{i=1}{\infty} a_{i}\right.$ means $\left.a_{1} \oplus a_{2} \oplus a_{3} \oplus \ldots\right)$.
Definition 5. A countable partition $B=\left\{b_{j}\right\}_{j=1}^{\infty}$ is a refinement of a countable partition $A=$ $\left\{a_{i}\right\}_{i=1}^{\infty}$ and we write $A \prec B$, if for any $a_{i}$, there is a subset $\alpha_{i} \subseteq N$ such that $a_{i}=\oplus_{j \in \alpha_{i}} b_{j}$ and $\cup_{i=1}^{\infty} \alpha_{i}=N, \alpha_{i} \cap \alpha_{j}=\emptyset \forall i \neq j$.

Definition 6. Let $E$ be an effect algebra. A mapping $s: E \longrightarrow[0,1]$ is said to be a state if:
(i) $s(1)=1$;
(ii) whenever $\underset{i=1}{\infty} a_{i}$ exist and $\underset{i=1}{\oplus} a_{i}=e$ then $s\left(\underset{i=1}{\infty} a_{i}\right)=s(e) \leq \sum_{i=1}^{\infty} s\left(a_{i}\right)$;
(iii) if $a \leq_{E} b$ then $s(a) \leq s(b)$.

Definition 7. Let $A=\left\{a_{i}\right\}_{i=1}^{\infty}, B=\left\{b_{i}\right\}_{i=1}^{\infty}$ be two countable partitions of effect algebra $E$ with RDP. We say that $\left\{c_{i j} \mid i \geq 1, j \geq 1\right\}$ is a Riesz join refinement of $A$ and $B$ if $\underset{k=1}{\infty} c_{i k}$ and $\underset{k=1}{\oplus} c_{k j}$ exist in $E$ and, $a_{i}=\underset{k=1}{\infty} c_{i k}, b_{j}=\underset{k=1}{\oplus} c_{k j}$, $\operatorname{sups}\left(c_{i j}\right) \geq \sup \left(s\left(a_{i}\right)\right) \sup \left(s\left(b_{j}\right)\right)$ ( by RDP we will be able to find smaller elements ).

Definition 8. Let $s$ be a state, and $A=\left\{a_{i}\right\}_{i=1}^{\infty}$ be a countable partition on an effect algebra with RDP; we define the entropy of $A$ by $H(A):=-\log \sup _{i \in \mathbb{N}} s\left(a_{i}\right)$.

Example 2.2. $A=\{\theta, 1\}$ is a partition and $H(A)=0$.
Corollary 1. If $A=\left\{a_{i}\right\}_{i=1}^{\infty}$ is a countable partition then $H(A) \geq 0$.
Proof. $\oplus_{i=1}^{\infty} a_{i}=1$ so $1=s(1) \leq \sum_{i=1}^{\infty} s\left(a_{i}\right)$ and this implies there is $a_{i}$ such that $s\left(a_{i}\right)>0$ and so $0<\operatorname{sups}\left(a_{i}\right) \leq 1$.

Theorem 1. Let $C$ be a Riesz join refinement of $A=\left\{a_{i}\right\}_{i=1}^{\infty}$ and $B=\left\{b_{i}\right\}_{i=1}^{\infty}$. Then

$$
\max \{H(A), H(B)\} \leq H(C) \leq H(A)+H(B)
$$

Proof. Since $a_{i}=\underset{i=1}{\oplus} c_{i j}$ so $s\left(c_{i j}\right) \leq s\left(a_{i}\right) \forall i, j$, and this implies sup $s\left(c_{i j}\right) \leq \sup s\left(a_{i}\right)$ thus $H(C) \geq$ $H(A)$, with the same argument we have $H(C) \geq H(B)$. On the other hand $\sup s\left(c_{i j}\right) \geq$ $\sup s\left(a_{i}\right) \sup s\left(b_{j}\right)$, which $-\log \sup s\left(c_{i j}\right) \leq-\log \sup s\left(a_{i}\right)-\log \sup s\left(b_{j}\right)$, that is, $H(C) \leq$ $H(A)+H(B)$.

Corollary 2. Let $A \prec B$ then $H(A) \leq H(B)$.
Proof. Since for each $i, a_{i}=\underset{j \in \alpha_{i}}{\oplus} b_{j}, \alpha_{i} \subseteq \mathbb{N}, \alpha_{i} \cap \alpha_{j}=\emptyset i \neq j$ and $\bigcup_{i=1}^{\infty} \alpha_{i}=\mathbb{N}$, we let $c_{i j}= \begin{cases}b_{j} & \text { if } j \in \alpha_{i} \\ \theta & \text { o.w }\end{cases}$
$c=\left\{c_{i j}\right\}_{i, j=1}^{\infty}$ is a Riesz join refinement of $A, B$ because
(i) $\bigoplus_{i, j=1}^{\infty} c_{i j}=\bigoplus_{i=1}^{\infty} \oplus_{j \in \alpha_{i}} b_{j}=\bigoplus_{i=1}^{\infty} a_{i}=1$,
(ii) $a_{i}=\underset{j \in \alpha_{i}}{\oplus} b_{j}, \quad b_{j}=c_{i j}, j \in \alpha_{i}$,
(iii) $\sup s\left(c_{i j}\right)=\sup s\left(b_{j}\right) \geq \sup s\left(b_{j}\right) \sup s\left(a_{i}\right)$, then $H(A) \leq H(C)=H(B)$.

Example 2.3. $E=([0,1], \oplus, 1,0)$ is an effect algebra. Consider $s: E \rightarrow[0,1]$ as $s(t)=t$ then sequence $\left\{\left(\frac{1}{2}\right)^{n}\right\}_{n=1}^{\infty}$ is an countable partition of E. consider partition $a_{1}=\frac{1}{6}, a_{2}=\frac{5}{6}, 0=a_{3}=$ $a_{4}=\cdots$ and partition $b_{1}=\frac{1}{4}, b_{2}=\frac{3}{4}, 0=b_{3}=b_{4}=\cdots$ then partition $c_{11}=\frac{1}{8}, c_{12}=\frac{1}{24}, c_{21}=$ $\frac{1}{8}, c_{22}=\frac{17}{24}, c_{i j}=0, \forall i, j>2$, is a refinement of sequences $\left\{a_{i}\right\}_{i=1}^{\infty}$ and $\left\{b_{i}\right\}_{i=1}^{\infty}$.

## 3. Conditional Entropy and Relative Entropy of Effect Algebras with RDP

Let we begin this section with a definition of conditional entropy.
Definition 9. Let $C=\left\{c_{i j}: 1 \leq i, 1 \leq j\right\}$ be Riesz join refinement of two countable partitions $\left\{a_{i}\right\}_{i=1}^{\infty},\left\{b_{j}\right\}_{j=1}^{\infty}$ of effect algebra $E$ with RDP we define :
$H_{C}(A \mid B):=-\log \sup \left(\frac{s\left(c_{i j}\right)}{s\left(b_{j}\right)}\right), s\left(b_{j}\right)>0$.
Remark : $b_{j}=\bigoplus_{i=1}^{\infty} c_{i j}$ so $s\left(b_{j}\right) \geq s\left(c_{i j}\right)$.
Definition 10. We say Riesz join refinement $C=\left\{c_{i j}: 1 \leq i, 1 \leq j\right\}$ of countable partitions $\left\{a_{i}\right\}_{i=1}^{\infty}$ and $\left\{b_{j}\right\}_{j=1}^{\infty}$ is independent if $\operatorname{sups}\left(c_{i j}\right)=\sup \left(s\left(a_{i}\right)\right) \sup \left(s\left(b_{j}\right)\right)$.

Proposition 1. Let $A, B$ and $D$ be countable partitions of an effect algebras with RDP. Then
(i) if $A \prec B, C^{1}=A \vee D$ and $C^{2}=B \vee D$ are independent then $H(A \vee D) \leq H(B \vee D)$;
(ii) if $C=A \vee B$ then $H(A \vee B) \geq H_{C}(A \mid B)$.

## Proof.

(i) Since $A \prec D$, there is $\alpha_{i} \in N$ such that $a_{i}=\underset{k \in \alpha_{i}}{\oplus} d_{k}$. This implies $\operatorname{sups}\left(c_{j k}^{1}\right)=\operatorname{sups}\left(b_{j}\right) \operatorname{sups}\left(d_{k}\right) \leq$ $\operatorname{sups}\left(b_{j}\right) \sup s\left(a_{i}\right)=\operatorname{sups}\left(c_{j i}^{2}\right)$.
(ii) $s\left(c_{i j}\right) \leq \frac{s\left(c_{i j}\right)}{s\left(b_{j}\right)}$.

Definition 11. Let $A_{1}, A_{2}, \ldots, A_{n}$ be countable partitions of effect algebra $E$ with RDP. We define

$$
\begin{aligned}
& H_{*}\left(A_{1} \vee \ldots \vee A_{n}\right):=\inf \left\{H(C): C \in \operatorname{Ref}\left(A_{1}, \ldots, A_{n}\right)\right\} ; \\
& H^{*}\left(A_{1} \vee \ldots \vee A_{n}\right):=\sup \left\{H(C): C \in \operatorname{Ref}\left(A_{1}, \ldots, A_{n}\right)\right\} .
\end{aligned}
$$

In view of (2.12) $\max \left\{H\left(A_{1}\right), \ldots, H\left(A_{n}\right)\right\} \leq H_{*}\left(A_{1} \vee \ldots \vee A_{n}\right) \leq H^{*}\left(A_{1} \vee \ldots \vee A_{n}\right) \leq H\left(A_{1}\right)+\ldots+$ $H\left(A_{n}\right)$.

Definition 12. Let $A, B$ be two countable partitions we define $H_{*}(A \mid B):=\inf \left\{H_{C}(A \mid B): C \in\right.$ $\operatorname{Ref}(A, B)\}$ and $H^{*}(A \mid B):=\sup \left\{H_{C}(A \mid C): C \in \operatorname{Ref}(A, B)\right\}$.

Proposition 2. Let $A=\left\{a_{i}\right\}_{i=1}^{\infty}, B=\left\{b_{j}\right\}_{j=1}^{m}$ be two countable partitions of $E$ with RDP and $C=\left\{c_{i j} \mid i \geq 1, j=1, \ldots, m\right\}$ be refinement of $A, B$ then:
(i) $H(C)>H_{C}(A \mid B)+H(B)$,
(ii) $H^{*}(A \vee B) \geq H^{*}(A \mid B)+H(B)$, $H_{*}(A \vee B) \geq H_{*}(A \mid B)+H(B)$.

## Proof.

(i) Let $\sup s\left(b_{j}\right)=s\left(b_{\ell}\right), j=1, \ldots, m$. It holds that $\frac{s\left(c_{i j}\right)}{\operatorname{sups}\left(b_{j}\right)}=\frac{s\left(c_{i j}\right)}{s\left(b_{\ell}\right)} \leq \frac{s\left(c_{i j}\right)}{s\left(b_{j}\right)}$ so $\frac{s\left(c_{i j}\right)}{\operatorname{sups} s\left(b_{j}\right)} \leq \sup \left(\frac{s\left(c_{i j}\right)}{s\left(b_{j}\right)}\right)$. This implies $\frac{\operatorname{sups}\left(c_{i j}\right)}{\operatorname{sups}\left(b_{j}\right)} \leq \sup \left(\frac{s\left(c_{i j}\right)}{s\left(b_{j}\right)}\right)$ and $-\log \frac{\operatorname{sups}\left(c_{i j}\right)}{\operatorname{sups}\left(b_{j}\right)} \geq-\log \sup \frac{s\left(c_{i j}\right)}{s\left(b_{j}\right)}$ so $H(C) \geq H_{C}(A \mid B)+$ $H(B)$.
(ii) By (i) the proof is trivial.

Definition 13. Let $A=\left\{a_{i}\right\}_{i=1}^{\infty}, B=\left\{b_{j}\right\}_{j=1}^{\infty}$ be countable partitions of $E$ with RDP. The relative entropy of $A$ with respect to $B$ is defined as following:

$$
H(A \| B):=\log \sup _{i, j}\left(\frac{s\left(a_{i}\right)}{s\left(b_{j}\right)}\right), \text { whenever } s\left(b_{j}\right) \neq 0
$$

Proposition 3. Let $A=\left\{a_{i}\right\}_{i=1}^{\infty}, B=\left\{b_{j}\right\}_{j=1}^{\infty}$ and $C=\left\{c_{k}\right\}_{k=1}^{\infty}$ be countable partitions of $E$ with RDP. If $A \prec B$ then:
(i) $H(B \| C) \leq H(A \| C)$,
(ii) $H(C \| A) \leq H(C \| B)$,
(iii) $H(A \| B) \geq 0$.

## Proof.

(i) $\sup _{j, k}\left(\frac{s\left(b_{j}\right)}{s\left(c_{k}\right)}\right) \leq \sup _{i, k}\left(\frac{s\left(a_{i}\right)}{s\left(c_{k}\right)}\right)$.
(ii) $\sup _{i, k}\left(\frac{s\left(c_{k}\right)}{s\left(a_{i}\right)}\right) \leq \sup _{j, k}\left(\frac{s\left(c_{k}\right)}{s\left(b_{j}\right)}\right)$.
(iii) $\sup _{i, j}\left(\frac{s\left(a_{i}\right)}{s\left(b_{j}\right)}\right) \geq 1$.

Corollary 3. Let $A, B, C$ be countable partitions of $E$ with RDP and $A \prec B$ then $H(B \vee D \| C) \leq$ $H(A \vee D \| C)$.

Proposition 4. Let $A=\left\{a_{i}\right\}_{i=1}^{\infty}, B=\left\{b_{j}\right\}_{j=1}^{\infty}$ and $C=\left\{c_{k}\right\}_{k=1}^{\infty}$ be countable partitions of $E$ with RDP, then:
(i) $H(A \| B) \geq H(A)$,
(ii) $H(A \vee B \| C) \leq H(A \vee B \| B)+H(B \| C)$.

## Proof.

(i) $0 \leq s\left(b_{j}\right) \leq 1$ thus $\sup _{i, j}\left(\frac{s\left(a_{i}\right)}{s\left(b_{j}\right)}\right) \geq \sup _{i} s\left(a_{i}\right)$.
(ii) Let $A \vee B=\left\{d_{i j}: 1 \leq i, 1 \leq j\right\}$. $\sup _{i, j, k}\left(\frac{s\left(d_{i j}\right)}{s\left(c_{k}\right)}\right) \leq \sup _{i, j, l}\left(\frac{s\left(d_{i j}\right)}{s\left(b_{l}\right)}\right) \sup _{l, k}\left(\frac{s\left(b_{l}\right)}{s\left(c_{k}\right)}\right)$.

## 4. Entropy of a Dynamical System on Effect Algebras with RDP

In this section we introduce dynamical system on an effect algebra with RDP.Then we will obtain some interesting properties of lower and upper entropies on this dynamical system.

Definition 14. A mapping $T: E \longrightarrow E$ is said to be a transformation of an effect algebra $E$ if
(i) $T\left(\underset{i=1}{\oplus} a_{i}\right)=\underset{i=1}{\oplus} T\left(a_{i}\right)$ whenever $\underset{i=1}{\oplus} a_{i}$ and $\underset{i=1}{\oplus} T\left(a_{i}\right)$ exist;
(ii) $T(1)=1$;
(iii) $s(T(a))=s(a) \forall a \in E$ that $s$ is a state of $E$.

A triple $(E, s, T)$ is said to be a dynamical system.
Proposition 5. Let $A=\left\{a_{i}\right\}_{i=1}^{\infty}$ be a countable partition of effect algebra $E$ with RDP then:
(i) $T(A)$ is a countable partition;
(ii) $H(A)=H(T(A))$.

## Proof.

(i) $\underset{i=1}{\oplus} T\left(a_{i}\right)=T\left(\underset{i=1}{\oplus} a_{i}\right)=T(1)=1$.
(ii) $s\left(a_{i}\right)=s\left(T\left(a_{i}\right)\right)$.

Definition 15. Let $A$ be a countable partition and $T$ be a transformation of effect algebra $E$ with RDP. We define

$$
\begin{aligned}
& H_{*}^{n}(A, T):=H_{*}\left(A \vee T(A) \vee \ldots \vee T^{n-1}(A)\right) \\
& H_{n}^{*}(A, T):=H^{*}\left(A \vee T(A) \vee \ldots \vee T^{n-1}(A)\right)
\end{aligned}
$$

Theorem 2. If $C=A \vee B$ then $T(C)=T(A) \vee T(B)$.
Proof. $C=A \vee B$ so $a_{i}=\underset{k=1}{\oplus} c_{i k}$ and $b_{j}=\underset{k=1}{\oplus} c_{k j}$. By definition of $T$ we have $T\left(a_{i}\right)=\underset{k=1}{\infty} T\left(c_{i k}\right)$, $T\left(b_{j}\right)=\underset{k=1}{\infty} T\left(c_{k j}\right)$ and $\sup s\left(T\left(c_{i j}\right)\right)=\sup s\left(c_{i j}\right) \geq \sup s\left(a_{i}\right) \sup s\left(b_{j}\right)=\sup s\left(T\left(a_{i}\right)\right) \sup s\left(T\left(b_{j}\right)\right)$.

Theorem 3. Let $E$ be an effect algebra with RDP, $s$ be a state and $T$ be a transformation of $E$. For any countable partition $A=\left\{a_{i}\right\}_{i=1}^{\infty}$, there exist limits

$$
\begin{aligned}
& h_{*}(A, T):=\lim _{n \rightarrow \infty} \frac{1}{n} H_{*}^{n}(A, T) \\
& h^{*}(A, T):=\lim _{n \rightarrow \infty} \frac{1}{n} H_{n}^{*}(A, T)
\end{aligned}
$$

Proof. Let $C$ be a refinement of partitions $\left.A, T(A), \ldots, T^{n-1}(A)\right)$ and $D$ be a refinement of partitions $\left.A, T(A), \ldots, T^{m-1}(A)\right) . T^{n}(D)$ is a refinement of $T^{n}(A), T^{n+1}(A), \ldots, T^{n+m-1}(A)$. Let now $\varepsilon$ be a join refinement of $C$ and $T^{n}(D)$ so $\varepsilon=A \vee T(A) \vee \ldots \vee T^{n+m-1}(A)$ and $A \prec \varepsilon, \ldots, T^{n+m-1}(A) \prec \varepsilon$. $H_{*}^{n+m}(A, T)=H_{*}\left(A \vee T(A) \vee \ldots \vee T^{n+m-1}(A)\right)=\inf \left\{H(C): C \varepsilon R e f\left(A, T(A), \ldots, T^{n+m-1}(A)\right)\right\} \leq$ $H(\varepsilon) \leq H(c)+H(T(D))=H(C)+H(D) . \mathrm{C}$ is arbitrary and $H_{*}^{n+m}(A, T)-H(D) \leq H(c)$ so $H_{*}^{n+m}(A, T)-H(D) \leq H_{*}^{n}(A, T)$, since D is arbitrary too this imply $H_{*}^{n+m}(A, T) \leq H_{*}^{n}(A, T)+$ $H_{*}^{m}(A, T)$ and existence of $\lim _{n \rightarrow \infty} \frac{1 n}{H_{*}^{n}(A, T)}$. With the same argument we can conclude the existence of $\lim _{n \rightarrow \infty} \frac{1 n}{H_{n}^{*}(A, T)}$.

Definition 16. The lower and upper entropy, $h^{*}(T)$ and $h_{*}(T)$ are defined as follow:

$$
\begin{aligned}
& \left.h_{*}(T):=\sup \left\{h_{*}(A, T)\right\}: A \text { is a partition of } E\right\}, \\
& \left.h^{*}(T):=\sup \left\{h^{*}(A, T)\right\}: A \text { is a partition of } E\right\} .
\end{aligned}
$$

Proposition 6. Let $A$ be a countable partition of E then $h^{*}(T, A) \leq H(A)$ and also $h_{*}(T, A) \leq H(A)$.
Proof. If $C$ is a Riesz join refinement of $A, T(A), T^{2}(A), \ldots, T^{n-1}(A)$ then $H(C) \leq \sum_{i=0}^{n-1} H\left(T^{i}(A)\right)=$ $n H(A)$ so $\sup H(C) \leq n H(A)$ also inf $H(C) \leq n H(A)$.

Definition 17. Two dynamical systems $\left(E_{1}, s_{1}, T_{1}\right)$ and $\left(E_{2}, s_{2}, T_{2}\right)$ are said to be isomorphic if there exists a bijective mapping $\psi: E_{1} \rightarrow E_{2}$ such that:
(i) $\psi(1)=1$;
(ii) $\psi\left(\underset{i=1}{\infty} a_{i}\right)=\bigoplus_{i=1}^{\infty} \psi\left(a_{i}\right)$ whenever $\bigoplus_{i=1}^{\infty} a_{i}$ and $\underset{i=1}{\infty} \psi\left(a_{i}\right)$ exist;
(iii) $s_{2}(\psi(a))=s_{1}(a)$;
(iv) $T_{2}(\psi(a))=\psi\left(T_{1}(a)\right) \forall a \varepsilon E$.

Theorem 4. If dynamical systems $\left(E_{1}, s_{1}, T_{1}\right)$ and $\left(E_{2}, s_{2}, T_{2}\right)$ are isomorphic dynamical systems, where $E_{1}, E_{2}$ have the property RDP then $h_{*}\left(T_{1}\right)=h_{*}\left(T_{2}\right)$ and $h^{*}\left(T_{1}\right)=h^{*}\left(T_{2}\right)$.

Proof. Let $\psi: E_{1} \longrightarrow E_{2}$ be an isomorphism.If $A=\left\{a_{i}\right\}_{i=1}^{\infty}$ is a countable partition of $E_{1}$ then $\left\{\psi\left(a_{i}\right\}\right)_{i=1}^{\infty}$ is a countable partition of $E_{2}$ and vice versa also we have $H(A)=-\log \sup _{i \in N} s_{1}\left(a_{i}\right)=$ $-\log \sup _{i \in N} s_{2} \psi\left(a_{i}\right)=H(\psi(A))$; therefore, $H_{*}^{n}\left(A, T_{1}\right)=\inf \left\{H(c): c \in \operatorname{Ref}\left(A, T_{1}(A), \ldots, T_{1}^{n-1}(A)\right)\right\}$
$=\inf \left\{H(\psi(c)): \psi(c) \in \operatorname{Ref}\left(\psi(A), T_{2}(\psi(A)), \ldots, T_{2}^{n-1}(\psi(A))\right)\right\}=H_{*}^{n}\left(A, T_{2}\right)$ and this proved $h_{*}^{n}\left(A, T_{1}\right)=h_{*}^{n}\left(A, T_{2}\right)$ and $h_{*}^{n}(A)=h_{*}^{n}(A)$. In similar way we can prove the second equality.

Definition 18. Let $A=\left\{a_{i}\right\}_{i=1}^{\infty}$ and $C=\left\{c_{j}\right\}_{j=1}^{\infty}$ be two countable partitions of the dynamical $\operatorname{system}(E, s, T)$. We say $A \stackrel{\circ}{\subseteq} C$ if for any $a_{i}$ there are $c_{j}$ and $b_{i j} \in E$ such that $c_{j}=a_{i} \oplus b_{i j}$ and $s\left(b_{i j}\right)=0$.

Theorem 5. Let $A=\left\{a_{i}\right\}_{i=1}^{\infty}, B=\left\{b_{j}\right\}_{j=1}^{\infty}, C=\left\{c_{n}\right\}_{n=1}^{\infty}, D=\left\{d_{m}\right\}_{n=1}^{\infty}$ be countable partitions of effect algebra $E$ with RDP and $A \stackrel{\circ}{\subseteq} C$, then
(i) $H(C) \leq H(A)$;
(ii) $T(A) \stackrel{\circ}{\subseteq} T(C)$;
(iii) If $P=\left\{p_{i j}\right\}_{i, j=1}^{\infty}$ is independent Riesz join refinements of $A$ and $B$ and $Q=\left\{q_{n j}\right\}_{n, j=1}^{\infty}$ is Riesz join refinements of $C$ and $B$ then $H(Q) \leq H(P)$;
(iv) If for any n and m , Riesz join refinements of
$A, T(A), T^{2}(A), \ldots, T^{n-1}(A), C, T(C), T^{2}(C), \ldots, T^{m-1}(C)$ are independent then $h^{*}(T, C) \leq$ $h^{*}(T, A)$ and also $h_{*}(T, C) \leq h_{*}(T, A)$.

## Proof.

(i) $\operatorname{sups}\left(a_{i}\right) \leq \operatorname{sups}\left(c_{n}\right)$.
(ii) For any $a_{i}$ there are $c_{j}$ and $b_{i j} \in E$ such that $c_{j}=a_{i} \oplus b_{i j}$ and $s\left(b_{i j}\right)=\theta$. Therefore, for any $T\left(a_{i}\right)$ there are $T\left(c_{j}\right)$ and $T\left(b_{i j}\right) \in E$ such that $T\left(c_{j}\right)=T\left(a_{i}\right) \oplus T\left(b_{i j}\right)$ and $s\left(T\left(b_{i j}\right)\right)=$ $s\left(b_{i j}\right)=\theta$.
(iii) $\operatorname{sups}_{i, j}\left(p_{i j}\right)=\underset{i}{\operatorname{sups}}\left(a_{i}\right) \operatorname{sups}\left(b_{j}\right) \leq \operatorname{sups}_{n}\left(c_{n}\right) \operatorname{sups}_{j}\left(b_{j}\right) \leq \operatorname{sups}_{n, j}\left(q_{n j}\right)$.
(iv) If $P$ is a Riesz join refinement of $A, T(A), T^{2}(A), \ldots, T^{n-1}(A)$ and Q is a Riesz join refinement of
$C, T(C), T^{2}(C), \ldots, T^{n-1}(C)$ by part three we have $H(Q)=H\left(C \vee T(C) \vee \ldots \vee T^{n-1}(C)\right) \leq$ $H(P)=H\left(A \vee T(A) \vee \ldots \vee T^{n-1}(A)\right)$.

## 5. Entropy of Product Effect Algebras with RDP

We begin this section with a proposition that introduces a product on the two effect algebras with RDP.

Proposition 7. Let $\left(E, \oplus_{E}, 0_{E}, 1_{E}\right)$ and $\left(F, \oplus_{F}, 0_{F}, 1_{F}\right)$ be two effect algebras with RDP, $C=$ $E \otimes F=\{(e, f): e \in E, f \in F\},\left(e_{1}, f_{1}\right) \otimes\left(e_{2}, f_{2}\right)=\left(e_{1} \oplus_{E} e_{2}, f_{1} \oplus_{F} f_{2}\right)$ and $\left(e_{1}, f_{1}\right) \leq\left(e_{2}, f_{2}\right)$ iff $e_{1} \leq_{E} e_{2}$ and $f_{1} \leq_{F} f_{2}$ then $C$ is an effect algebra with RDP and we call it the product of $E$ and $F$.

Proof. We just prove the Riesz decomposition property. Let $(e, f) \leq\left(e_{1}, f_{1}\right) \otimes\left(e_{2}, f_{2}\right)$. Then $e \leq_{E} e_{1} \oplus_{E} e_{2}, f \leq f_{1} \oplus_{F} f_{2}$; therefore, there exists $x_{1}, x_{2} \in E$ and $y_{1}, y_{2} \in F$ such that $e=x_{1} \oplus_{E} x_{2}$ and $f=y_{1} \oplus_{F} y_{2}$ and $x_{1} \leq_{E} e_{1}, x_{2} \leq_{E} e_{2}, y_{1} \leq_{F} f_{1}, y_{2} \leq_{F} f_{2}$.

Proposition 8. $A=\left\{\left(e_{i}, f_{i}\right)\right\}_{i=1}^{\infty}$ is a countable partition of $C=E \otimes F$ iff $A_{E}=\left\{e_{i}\right\}_{i=1}^{\infty}$ and $A_{F}=$ $\left\{f_{i}\right\}_{i=1}^{\infty}$ are countable partitions of $E$ and $F$ respectively. We call sequences $A_{E}$ and $A_{F}$ related sequences to $A$.

Proof. Since $\underset{i=1}{\otimes}\left(e_{i}, f_{i}\right)=\left(\underset{i=1}{\oplus_{E}} e_{i}, \underset{i=1}{\oplus} f_{i}\right)$, the proof is obvious.
Proposition 9. Let $A=\left\{\left(e_{i}, f_{i}\right)\right\}_{i=1}^{\infty}, B=\left\{\left(e_{i}^{\prime}, f_{i}^{\prime}\right)\right\}_{i=1}^{\infty}$ be two countable partitions of $C=E \otimes F$. If $A \preceq B$, then $A_{E} \preceq B_{E}$ and $A_{F} \preceq B_{F}$.

Proof. $A \preceq B$; hence, for any $\left(e_{i}, f_{i}\right) \in A$, there is a subset $\alpha_{i} \subseteq N$ such that $\left(e_{i}, f_{i}\right)=\underset{j \in \alpha_{i}}{\otimes}\left(e_{j}^{\prime}, f_{j}^{\prime}\right)=$ $\left.\underset{j \in \alpha_{i}}{\left(\oplus_{E}\right.} e_{i}^{\prime}, \underset{j \in \alpha_{i}}{\oplus_{F}} f_{i}^{\prime}\right)$ and this completes the proof.

Definition 19. Let $E$ and $F$ be effect algebras with RDP and $S_{E}, S_{F}$ be states of $E$ and $F$ respectively. A mapping $S_{p}: E \otimes F \longrightarrow[0,1]$ is said to be a product state if
(i) $S_{p}(e, f)=S_{E}(e) S_{F}(f)$;
(ii) whenever ${ }_{i=1}^{\infty}\left(e_{i}, f_{i}\right)$ and $\left(e_{1}, f_{1}\right) \otimes\left(e_{2}, f_{2}\right)$ are defined and $\left.{ }_{i=1}^{\infty}\left(e_{i}, f_{i}\right)\right)=(e, f),\left(e_{1}, f_{1}\right) \otimes\left(e_{2}, f_{2}\right)=$ $(e, f)$ then $s_{p}\left(\left(e_{1}, f_{1}\right) \otimes\left(e_{2}, f_{2}\right)\right)=s_{p}(e, f), s_{p}\left(\left(e_{1}, f_{1}\right) \otimes\left(e_{2}, f_{2}\right)\right) \leq\left(s_{E}\left(e_{1}\right) \oplus s_{E}\left(e_{2}\right), s_{F}\left(f_{1}\right)\right) \oplus$


Proposition 10. $S_{p}: E \otimes F \longrightarrow[0,1]$ is a state of the effect algebra $E \otimes F$.
Proof. By definition of product state, the first condition is true. $S_{p}\left(1_{E}, 1_{F}\right)=S_{E}\left(1_{E}\right) S_{F}\left(1_{F}\right)=1$. If $(e, f) \leq\left(e^{\prime}, f^{\prime}\right)$ then $e \leq_{E} e^{\prime}, f \leq_{F} f^{\prime}$ so $S_{E}(e) \leq S_{E}\left(e^{\prime}\right), S_{F}(f) \leq S_{F}\left(f^{\prime}\right)$ so $S_{p}(e, f) \leq S_{p}\left(e^{\prime}, f^{\prime}\right)$.

Definition 20. Let $S_{p}$ be a product state on $E \otimes F$ and $A=\left\{\left(e_{i}, f_{i}\right)\right\}_{i=1}^{\infty}$ be a countable partition. We define the entropy of the product effect algebra $E \otimes F$ by $H_{P}(A):=-\log \sup _{i \in \mathbb{N}} S_{p}\left(e_{i}, f_{i}\right)$.

Remark: Since $S_{p}$ is a state of effect algebra, all of the previous propositions are true for entropy $H_{P}$.

Proposition 11. Let $A=\left\{\left(e_{i}, f_{i}\right)\right\}_{i=1}^{\infty}, B=\left\{\left(e_{i}^{\prime}, f_{i}^{\prime}\right)\right\}_{i=1}^{\infty}$ be two countable partitions of $E \otimes F$ and $C=\left\{\left(c_{i j}, c_{i j}^{\prime}\right)\right\}_{i, j \geq 1}$ be a Riesz join refinement of $A$ and $B$. If $\sup _{i j} S_{E}\left(c_{i j}\right) \geq \sup _{i} S_{E}\left(e_{i}\right) \sup _{i} S_{E}\left(e_{i}^{\prime}\right)$ and $\sup _{i j} S_{F}\left(c_{i, j}^{\prime}\right) \geq \sup _{i} S_{F}\left(f_{i}\right) \sup _{i} S_{F}\left(f_{i}^{\prime}\right)$, then $C_{E}=A_{E} \vee B_{E}$ and $C_{F}=A_{F} \vee B_{F}$. We call $C$ with this property a strong Riesz join refinement of $A$ and $B$.

Proof. $\underset{k=1}{\otimes}\left(c_{i k}, c_{i k}^{\prime}\right)=\left(\underset{k=1}{\oplus} c_{i k}, \underset{k=1}{\infty} c_{i k}^{\prime}\right)=\left(e_{i}, f_{i}\right)$ and $\underset{k=1}{\otimes}\left(c_{k j}, c_{k j}^{\prime}\right)=\left(\underset{k=1}{\oplus} c_{k j}, \underset{k=1}{\infty} c_{k j}^{\prime}\right)=\left(e_{j}^{\prime}, f_{j}^{\prime}\right)$.
Proposition 12. Let $A=\left\{\left(e_{i}, f_{i}\right)\right\}_{i=1}^{\infty}$ be a countable partition of $E \otimes F$. Then

$$
H(A) \geq H\left(A_{E}\right)+H\left(A_{F}\right)
$$

Proof. $S_{E}\left(e_{i}\right) S_{F}\left(f_{i}\right) \leq \sup _{i} S_{E}\left(e_{i}\right) \sup _{i} S_{F}\left(f_{i}\right)$. That is,

$$
\sup _{i} S_{p}\left(e_{i}, f_{i}\right)=\sup _{i} S_{E}\left(e_{i}\right) S_{F}\left(f_{i}\right) \leq \sup _{i} S_{E}\left(e_{i}\right) \sup _{i} S_{F}\left(f_{i}\right)
$$

Definition 21. Let $T_{E}: E \rightarrow E$ and $T_{F}: F \rightarrow F$ be transformations of effect algebras with RDP and $S$ be a state of $E \otimes F$. A mapping $T_{P}: E \otimes F \longrightarrow E \otimes F$ is said to be a product transformation of $E \otimes F$ if:
(i) $T_{p}(e, f)=\left(T_{E}(e), T_{F}(f)\right)$;
(ii) $S\left(T_{P}(e, f)\right)=S(e, f) \forall(e, f) \in E \otimes F$.

Proposition 13. $T_{p}: E \otimes F \longrightarrow E \otimes F$ is a transformation of effect algebras.

## Proof.

(i) If $\underset{i=1}{\oplus_{E}} e_{i}$ and $\underset{i=1}{\oplus_{F}} f_{i}$ are defined, then
(ii) $T_{p}\left(1_{E}, 1_{F}\right)=\left(T_{E}\left(1_{E}\right), T_{F}\left(1_{F}\right)\right)=\left(1_{E}, 1_{F}\right)$.

Definition 22. Let $A, A_{1}, A_{2}, \ldots, A_{n}$ be countable partitions of $E \otimes F$. We define
$H_{*}^{p}\left(A_{1} \vee \ldots \vee A_{n}\right):=\inf \left\{H_{p}(C): C \varepsilon \operatorname{Strong} \operatorname{Ref}\left(A_{1}, A_{2}, \ldots, A_{n}\right)\right\}$.
$H_{*}^{p}\left(A, T_{p}\right):=H_{*}^{p}\left(A \vee T_{p}(A) \vee \ldots \vee T_{p}^{n-1}(A)\right)$.
$h_{*}\left(A, T_{p}\right):=\lim _{n \rightarrow \infty} \frac{1}{n} H_{*}^{p}\left(A, T_{p}\right)$.

Proposition 14. $H_{*}^{p}\left(A_{1} \vee \ldots \vee A_{n}\right) \geq H_{*}^{n}\left(\left(A_{E}\right)_{1} \vee \ldots \vee\left(A_{E}\right)_{n}\right)+H_{*}^{n}\left(\left(A_{F}\right)_{1} \vee \ldots \vee\left(A_{F}\right)_{n}\right)$ and $h_{*}\left(A, T_{p}\right) \geq h_{*}\left(A_{E},\left(T_{p}\right)_{E}\right)+h_{*}\left(A_{F},\left(T_{p}\right)_{F}\right)$.

Proof. $H_{p}(C) \geq H_{E}(C)+H_{F}(C)$ for all $C \in \operatorname{Strong} \operatorname{Ref}\left(A_{1}, A_{2}, \ldots, A_{n}\right)$ so $\inf \left\{H_{p}(C): C \in \operatorname{Strong} \operatorname{Ref}\left(A_{1}, A_{2}, \ldots, A_{n}\right)\right\} \geq \inf \left\{H_{E}(C): C \in \operatorname{Strong} \operatorname{Ref}\left(A_{1}, A_{2}, \ldots, A_{n}\right)\right\}+$ $\inf \left\{H_{F}(C): C \in \operatorname{Strong} \operatorname{Ref}\left(A_{1}, A_{2}, \ldots, A_{n}\right)\right\}$.

## 6. Countable Partition and Entropy of Weak Sequential Effect

## Algebra

We start this section with a definition of weak sequential effect algebra, followed by the definition of the countable partition and the join of two countable partitions. Afterwards, some notable propositions in this section are given.

Definition 23. Let $(E, \oplus, \theta, 1)$ be an effect algebra, define another binary operation $\circ$ on $E$, satisfying:
(i) If $b \oplus c$ is defied then $a \circ b \oplus a \circ c$ and $b \circ a \oplus c \circ a$ are defined, $a \circ(b \oplus c)=a \circ b \oplus a \circ c$ and $(b \oplus c) \circ a=b \circ a \oplus c \circ a$ for all $a \in E ;$
(ii) $1 \circ a=a$ for any $a \in E$;
(iii) If $a \circ b=\theta$, then $a \circ b=b \circ a$;
(iv) If $a \circ b=b \circ a$, then $a \circ b^{\prime}=b^{\prime} \circ a$ and for each $c \in E, a \circ(b \circ c)=(a \circ b) \circ c$;
(v) If $c \circ a=a \circ c$ and $c \circ b=b \circ c$, then $c \circ(a \circ b)=(a \circ b) \circ c$ and $c \circ(a \oplus b)=(a \oplus b) \circ c$ whenever $a \oplus b$ is defined;
(vi) If $\underset{i=1}{\infty} a_{i}$ is defined, then $\underset{i=1}{\infty} a_{i} \circ b$ and $\underset{i=1}{\oplus} b \circ a_{i}$ are defined and $b \circ\left(\oplus_{i=1}^{\infty} a_{i}\right)=\bigoplus_{i=1}^{\infty}\left(b \circ a_{i}\right)$,

We call $(E, \oplus, \circ, \theta, 1)$ weak sequential effect algebra and its short form WSEA will be used throughout the article.

Example 6.1. Let $E=[0,1], a \oplus b=\min \{1, \mathrm{a}+\mathrm{b}\}$ and $a \circ b=a b .(E=[0,1], \oplus, \circ, 0,1)$ is a WSEA.

Definition 24. Let $(E, \oplus, \circ, \theta, 1)$ be a WSEA. A countable sequence $A=\left\{a_{i}\right\}_{i=1}^{\infty}$ of elements of $E$ is called a countable partition if $\bigoplus_{i=1}^{\infty} a_{i}$ exists in $E$ and $\underset{i=1}{\infty} a_{i}=1$. and we say countable partition $B=\left\{b_{j}\right\}_{j=1}^{\infty}$ is a refinement of the partition $A=\left\{a_{i}\right\}_{i=1}^{\infty}$, if for any $a_{i}$ there is a subset $\alpha_{i} \subseteq \mathbb{N}$ such that $a_{i}=\underset{j \in \alpha_{i}}{\oplus} b_{j}$ and $\bigcup_{i=1}^{\infty} \alpha_{i}=\mathbb{N}, \alpha_{i} \cap \alpha_{j}=\emptyset \forall i \neq j$ and we write $A \prec B$.

Proposition 15. Let $(E, \oplus, \circ, \theta, 1)$ be a WSEA, $A=\left\{a_{i}\right\}_{i=1}^{\infty}$ and $B=\left\{b_{i}\right\}_{i=1}^{\infty}$ be two countable partitions of $E$. Then $A \circ B=\left\{a_{i} \circ b_{i}: a_{i} \varepsilon A, b_{i} \varepsilon B, i=1,2, \ldots\right\}$ is a countable partition of $E, A \prec A \circ B$ and $B \prec A \circ B$. We call $A \circ B$ the join refinement of $A$ and $B$.

Proof. Since $\underset{i=1}{\infty} a_{i}$ and $\underset{j=1}{\infty} b_{j}$ are defined by property $(v i)$ of Definition 23, $\underset{j=1}{\infty} \oplus_{i=1}^{\infty} a_{i} \circ b_{j}$ is defined and $\oplus_{j=1}^{\infty} \underset{i=1}{\infty} a_{i} \circ b_{j}=\underset{i=1}{\infty} a_{i} \circ \underset{j=1}{\oplus} b_{j}=1 \circ 1=1$; therefore, $A \circ B$ is a partition. For any $a_{i} \varepsilon A$, $a_{i}=\underset{j=1}{\infty} a_{i} \circ b_{j}$ and for any $b_{j}, b_{j}=\underset{i=1}{\infty} a_{i} \circ b_{j}$, which means $A \prec A \circ B$ and $B \prec A \circ B$.

Definition 25. Let $E$ be a WSEA. A mapping $s: E \longrightarrow[0,1]$ is said to be a state if
(i) $\mathrm{s}(1)=1$;
(ii) whenever $\underset{i=1}{\oplus} a_{i}, a \oplus b$ exist and $\underset{i=1}{\oplus} a_{i}=e$ and $a \oplus b=f$ then $s\left(\underset{i=1}{\infty} a_{i}\right)=s(e) \leq \sum_{i=1}^{\infty} s\left(a_{i}\right)$ and $s(a \oplus b)=s(f) \leq s(a)+s(b) ;$
(iii) If $a \leq_{E} b$, then $s(a) \leq s(b)$;
(iv) $s(a \circ b) \geq s(a) s(b)$.

Definition 26. Let $s$ be a state on WSEA, $E$, and $A=\left\{a_{i}\right\}_{i=1}^{\infty}$ be a countable partition of unity 1 . We define the entropy of $A$ by $H(A):=-\log \sup _{i \in \mathbb{N}} s\left(a_{i}\right)$.
Proposition 16. Let $A \circ B$ be a join refinement of $A=\left\{a_{i}\right\}_{i=1}^{\infty}$ and $B=\left\{b_{i}\right\}_{i=1}^{\infty}$. Then

$$
\max \{H(A), H(B)\} \leq H(A \circ B) \leq H(A)+H(B)
$$

Proof. $a_{i}=a_{i} \circ b_{j} \oplus a_{i} \circ b_{j}^{\prime}$ so $a_{i} \circ b_{j} \leq a_{i}$. By definitions of state and entropy, we have $H(A) \leq$ $H(A \circ B)$; moreover, $H(B) \leq H(A \circ B)$ with the same argument.
$s\left(a_{i} \circ b_{j}\right) \geq s\left(a_{i}\right) s\left(b_{j}\right) ;$ therefore, $\sup _{i, j}\left(s\left(a_{i} \circ b_{j}\right)\right) \geq s\left(a_{i}\right) s\left(b_{j}\right)$, which implies $\sup _{i, j}\left(s\left(a_{i} \circ b_{j}\right)\right) \geq$ $\sup _{i}\left(s\left(a_{i}\right)\right) s\left(b_{j}\right)$ and also $\sup _{i, j}\left(s\left(a_{i} \circ b_{j}\right)\right)_{i, j} \geq \sup _{i}\left(s\left(a_{i}\right)\right) \sup _{j}\left(s\left(b_{j}\right)\right)$.

Proposition 17. If a WSEA $(E, \oplus, \circ, \theta, 1)$ has the Riesz decomposition property, $A=\left\{a_{i}\right\}_{i=1}^{\infty}$ and $B=\left\{b_{i}\right\}_{i=1}^{\infty}$ are two countable partitions of unity 1 , then $A \circ B$ is a Riesz join refinement of $A$ and B.

Proof. Since $\underset{i=1}{\oplus} a_{i}$ and $\underset{j=1}{\oplus} b_{j}$ are defined by property (6) of Definition $23 \underset{i=1}{\oplus} a_{i} \circ b_{j}$ and $\underset{j=1}{\infty} a_{i} \circ b_{j}$ exist and $b_{i}=\bigoplus_{i=1}^{\infty} a_{i} \circ b_{j}, a_{i}=\underset{j=1}{\infty} a_{i} \circ b_{j}$

Proposition 18. If $A \preceq B$ then $H(A) \leq H(B)$.
Proof. Since $A \preceq B$ then for any $a_{i} \in A$ there is $\alpha_{i} \subseteq N$, such that $a_{i}=\underset{j \in \alpha_{i}}{\oplus} b_{j}$ so $b_{j} \leq_{E} a_{i}$ and this $\operatorname{implies} \sup s\left(b_{j}\right) \leq \sup s\left(a_{i}\right)$.

## 7. Conditional Entropy and Relative Entropy of Weak Sequential Effect Algebras

As we introduce the conditional entropy and the relative entropy on an effect algebra with RDP, in this section we will also define the conditional entropy and the relative entropy on weak sequential effect algebra. Furthermore, we will investigate the relation between these entropies.

Definition 27. Let $A \circ B=\left\{a_{i} \circ b_{j}: a_{i} \in A, b_{j} \in B\right\}$ be a join refinement of $A$ and $B$ of WSEA $(E, \oplus, \circ, \theta, 1)$. We define conditional e4ntropy as follows:

$$
H(A \mid B):=-\log \sup \left(\frac{s\left(a_{i} \circ b_{j}\right)}{s\left(b_{j}\right)}\right), s\left(b_{j}\right)>0 .
$$

Proposition 19. Let $A=\left\{a_{i}\right\}_{i=1}^{\infty}, B=\left\{b_{i}\right\}_{i=1}^{\infty}$ and $C=\left\{c_{i}\right\}_{i=1}^{\infty}$ be three countable partitions of unity 1 of WSEA $(E, \oplus, \circ, \theta, 1)$. Then
(1) $H(A \mid B) \geq 0$;
(2) If $A \preceq C$ then $H(A \mid B) \leq H(C \mid B)$;
(3) If $A \preceq B$ then $H(A \mid B) \leq H(A)$;
(4) $H(A \circ B \mid C) \geq H(A \mid C)+H(B \mid A \circ C)$;
(5) $H(A \circ C) \geq H(A)+H(C \mid A)$;
(6) $H(A) \geq H(A \mid C)$;
(7) $H(A \mid C) \leq H(A \circ B \mid C)$;
(8) If $A \preceq B$ then $H(A \circ C) \leq H(B \circ C)$;
(9) $H(A \circ B) \geq H(A \mid B)$;
(10) If $A \prec B$ and $C \prec D$ then $A \circ C \prec B \circ D$.

Proof. (1) $a_{i} \circ b_{j} \leq_{E} b_{j}$.
(2) Since $A \preceq C$, for all $a_{i} \in A$ there is $\alpha_{i}$ such that $a_{i}=\underset{j \in \alpha_{i}}{\oplus} c_{j}, a_{i} \circ b_{k}=\underset{j \in \alpha_{i}}{\oplus} c_{j} \circ b_{k}$ so $s\left(c_{j} \circ b_{k}\right) \leq$ $s\left(a_{i} \circ b_{k}\right)$ and $\sup _{j, k} \frac{s\left(c_{j} \circ b_{k}\right)}{s\left(b_{k}\right)} \leq \sup _{i, k} \frac{s\left(a_{i} \circ b_{k}\right)}{s\left(b_{k}\right)}$.
(3) By definition of state, $s\left(a_{i} \circ b_{j}\right) \geq s\left(a_{i}\right) s\left(b_{j}\right)$; therefore, $\sup \frac{s\left(a_{i} \circ b_{j}\right)}{s\left(b_{j}\right)} \geq \sup s\left(a_{i}\right)$.
(4) $\frac{s\left(\left(a_{i} \circ b_{j}\right) \circ c_{k}\right)}{s\left(c_{k}\right)}=\frac{s\left(\left(a_{i} \circ b_{j}\right) \circ c_{k}\right)}{s\left(c_{k}\right)} \frac{s\left(a_{i} \circ c_{k}\right)}{s\left(a_{i} \circ c_{k}\right)}$ and this implies sup $\frac{s\left(\left(a_{i} \circ b_{j}\right) \circ c_{k}\right)}{s\left(c_{k}\right)} \leq \sup \frac{s\left(\left(a_{i} \circ b_{j}\right) \circ c_{k}\right)}{s\left(a_{i} \circ c_{k}\right)} \sup \frac{s\left(a_{i} \circ c_{k}\right)}{s\left(c_{k}\right)}$.
(5) $s\left(a_{i} \circ c_{j}\right)=\frac{s\left(a_{i} \circ c_{j}\right)}{s\left(a_{i}\right)} s\left(a_{i}\right)$ so $\sup s\left(a_{i} \circ c_{j}\right) \leq \sup \frac{s\left(a_{i} \circ c_{j}\right)}{s\left(a_{i}\right)} \sup s\left(a_{i}\right)$.
(6) $\frac{s\left(a_{i} \circ c_{j}\right)}{s\left(c_{j}\right)} \geq s\left(a_{i}\right)$.
(7) $A \preceq A \circ B$.
(8) $A \preceq B$ implies for any $i$ and $k$ we have, $a_{i}=\underset{j \in \alpha_{i}}{\oplus} b_{j}$ and $a_{i} \circ c_{k}=\left(\underset{j \in \alpha_{i}}{\oplus} b_{j}\right) \circ c_{k}=\underset{j \in \alpha_{i}}{\oplus}\left(b_{j} \circ c_{k}\right)$; therefore, $A \circ C \preceq B \circ C$.
(9) $H(A \mid B) \leq H(A) \leq H(A \circ B)$.
(10) For any $i$ and $k$, we have $a_{i}=\underset{j \in \alpha_{i}}{\oplus} b_{j}$ and $c_{k}=\underset{m \in \alpha_{k}}{\oplus} d_{m} a_{i} \circ c_{k}=\left(\underset{j \in \alpha_{i}}{\oplus} b_{j}\right) \circ\left(\underset{m \in \alpha_{k}}{\oplus} d_{m}\right)=$ $\underset{j \in \alpha_{i}, m \in \alpha_{k}}{\oplus}\left(b_{j} \circ d_{m}\right) \forall i, k$

Definition 28. Let $A=\left\{a_{i}\right\}_{i=1}^{\infty}$ and $B=\left\{b_{j}\right\}_{j=1}^{\infty}$ be countable partitions of WSEA $E$. The relative entropy of $A$ with respect to $B$ is defined as follows:

$$
H(A \| B):=\log \sup _{i, j}\left(\frac{s\left(a_{i}\right)}{s\left(b_{j}\right)}\right), \text { whenever } s\left(b_{j}\right) \neq 0 .
$$

Proposition 20. Let $A=\left\{a_{i}\right\}_{i=1}^{\infty}, B=\left\{b_{j}\right\}_{j=1}^{\infty}$ and $C=\left\{c_{k}\right\}_{k=1}^{\infty}$ be countable partitions of WSEA $E$. If $A \prec B$. Then
(i) $H(B \| C) \leq H(A \| C)$,
(ii) $H(C \| A) \leq H(C \| B)$,
(iii) $H(A \| B) \geq 0$.

Proof. The proof is similar to the proof of proposition 3.

Corollary 4. Let $A, B, C$ and $D$ be countable partitions of WSEA $E$. Then
(i) if $A \prec B$, then $H(B \circ D \| C) \leq H(A \circ D \| C)$;
(ii) if $A \prec B$ and $C \prec D$, then $H(B \circ D \| E) \leq H(A \circ C \| E)$.

Proposition 21. Let $A=\left\{a_{i}\right\}_{i=1}^{\infty}, B=\left\{b_{j}\right\}_{j=1}^{\infty}$ and $C=\left\{c_{k}\right\}_{k=1}^{\infty}$ be countable partitions of WSEA $E$. Then
(i) $H(A \| B) \geq H(A)$;
(ii) $H(A \circ B \| C) \leq H(A \circ B \| B)+H(B \| C)$.

Proof. (i) $0 \leq s\left(b_{j}\right) \leq 1$.
(ii) $\sup _{i, j, k}\left(\frac{s\left(a_{i} \circ b_{j}\right)}{s\left(c_{k}\right)}\right) \leq \sup _{i, j, l}\left(\frac{s\left(a_{i} \circ b_{j}\right)}{s\left(b_{l}\right)}\right) \sup _{l, k}\left(\frac{s\left(b_{l}\right)}{s\left(c_{k}\right)}\right)$.

## 8. Entropy of Dynamical Systems on WSEA

In this section, we define the entropy of dynamical systems on weak sequential effect algebra. Then, we show that the two isomorphic dynamical systems have the same entropy.

Definition 29. A mapping $T: E \longrightarrow E$ is said to be a transformation of a weak sequential effect algebra $E$ if:
(i) $T\left(\underset{i=1}{\oplus} a_{i}\right)=\oplus_{i=1}^{\infty} T\left(a_{i}\right)$ whenever $\oplus_{i=1}^{\infty} a_{i}$ and $\underset{i=1}{\oplus} T\left(a_{i}\right)$ exist;
(ii) $T(1)=1$;
(iii) $s(T(a))=s(a) \forall a \in E$ that $S$ is a state of $E$;
(iv) $T(a \circ b)=T(a) \circ T(b)$.

Proposition 22. Let $A=\left\{a_{i}\right\}_{i=1}^{\infty}$ be a countable partition of unity 1 . Then
(i) $T(A)$ is a countable partition of unity 1 ,
(ii) $H(A)=H(T(A))$.

Theorem 6. Let $E$ be a WSEA, $s$ be a state and $T$ be a transformation of $E$. For any countable partition $A=\left\{a_{i}\right\}_{i=1}^{\infty}$ there exists the limit

$$
h(T, A):=\lim _{n \rightarrow \infty} \frac{1}{n} H\left(A \circ T(A) \circ \ldots \circ T^{n-1}(A)\right)
$$

Proof. Let $C=A \circ T(A) \circ \ldots \circ T^{n-1}(A), D=A \circ T(A) \circ \ldots \circ T^{m-1}(A)$ and $T^{n}(D)=T^{n}(A) \circ$ $T^{n+1}(A) \circ \ldots \circ T^{m+n-1}(A)$. By part $b$ of the previous proposition, we have $H\left(T^{n}(D)\right)=H(D)$ on the other hand $H\left(A \circ T(A) \circ \ldots \circ T^{m+n-1}(A)\right)=H\left(C+T^{n}(D)\right) \leq H(C)+H\left(T^{n}(D)\right)=H(C)+H(D)$

The dynamical entropy $h(T)$ is defined as follows:

$$
h(T):=\sup \{h(A, T)\}: A \text { is a partition of } E\}
$$

Theorem 7. Let $A=\left\{a_{i}\right\}_{i=1}^{\infty}, B=\left\{b_{j}\right\}_{j=1}^{\infty}$ and $C=\left\{c_{n}\right\}_{n=1}^{\infty}$ be countable partitions of $E$. Then
(1) $h(T, A) \leq H(A)$;
(2) if $a \circ b=b \circ a$ for any $a, b \in E$ then $h(T, A \circ C) \leq h(T, A)+h(T, C)$;
(3) $h(T, T(A))=h(T, A)$;
(4) if $a \circ b=b \circ a$ for any $a, b \in E$ then $h\left(T, A \circ T(A) \circ \ldots \circ T^{n-1}(A)\right) \leq n h(T, A), n \geq 1$;
(5) if $A \prec B$ then $T(A) \prec T(B)$;
(6) if $A \prec B$ then $h(T, A) \prec h(T, B)$;
(7) $h\left(T^{k}, A \circ T(A) \circ \ldots T^{k-1}(A)\right)=k h(T, A)$ for $k>0$;
(8) $h\left(T^{k}\right)=k h(T)$ for $k>0$.

Proof. (1) $h(T, A)=\lim _{n \rightarrow \infty} \frac{1}{n} H\left(A \circ T(A) \circ \ldots \circ T^{n-1}(A)\right) \leq \lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n-1} H\left(T^{i}(A)\right)=H(A)$.
(2) $H\left((A \circ C) \circ T(A \circ C) \circ \ldots \circ T^{n-1}(A \circ C)\right)=H\left(A \circ T(A) \circ \ldots . T^{n-1}(A) \circ C \circ T(C) \circ \ldots \circ T^{n-1}(C)\right) \leq$ $H\left(A \circ T(A) \circ \ldots \circ T^{n-1}(A)\right)+H\left(C \circ T(C) \circ \ldots \circ T^{n}(C)\right)$.
(3) $H\left(T(A) \circ T^{2}(A) \circ \ldots \circ T^{n-1}(A)\right)=H\left(T\left(A \circ T(A) \circ \ldots \circ T^{n-1}(A)\right)\right)=H\left(A \circ T(A) \circ \ldots \circ T^{n-1}(A)\right)$.
(4) By part band c the proof is trivial.
(5) $A \prec B$; therefore, for any $i$, we have $a_{i}=\underset{j \in \alpha_{i}}{\oplus} b_{j}$ and this implies $T\left(a_{i}\right)=\underset{j \in \alpha_{i}}{\oplus} T\left(b_{j}\right), \forall i$.
(6) By part e, we have $T^{i}(A) \leq T^{i}(B)$ for any $i=1, \ldots, n-1$. Part m of 19 proposition implies that $H\left(A \circ T(A) \circ \ldots \circ T^{n-1}(A)\right) \leq H\left(B \circ T(B) \circ \ldots \circ T^{n-1}(B)\right)$.
(7) $h\left(T^{k}, A \circ T(A) \circ \ldots \circ T^{k-1}(A)\right)=\lim _{n \rightarrow \infty} \frac{1}{n} H\left(A \circ T(A) \circ \ldots \circ T^{n k-1}(A)\right)=\lim _{n \rightarrow \infty} \frac{k}{k n} H(A \circ T(A) \circ \ldots \circ$ $\left.T^{n k-1}(A)\right)=k h(T, A)$.
(8) $k h(T)=\operatorname{ksup}_{A} h(T, A)=\sup _{A} h\left(T^{k}, A \circ T(A) \circ \ldots \circ T^{k-1}(A)\right) \leq \sup _{C} h\left(T^{k}, C\right)=h\left(T^{k}\right)$. On the other hand, since $A \prec A \circ T(A) \circ \ldots \circ T^{k-1}(A)$ by part f, $h\left(T^{k}, A\right) \leq h\left(T^{k}, A \circ T(A) \circ \ldots \circ\right.$ $\left.T^{k-1}(A)\right)=k h(T, A)$.

Definition 30. Let $(E, \oplus, \circ, \theta, 1)$ and $\left(E^{\prime}, \oplus^{\prime}, \circ^{\prime}, \theta^{\prime}, 1^{\prime}\right)$ be two WSEA. The two dynamical systems $(E, s, T)$ and $\left(E^{\prime}, s^{\prime}, T^{\prime}\right)$ are said to be isomorphic if there exist, a bijective map $\psi: E \rightarrow E^{\prime}$ such that
(i) $\psi(1)=1^{\prime}$;
(ii) $\psi\left(\underset{i=1}{\oplus} a_{i}\right)=\oplus_{i=1}^{\infty} \psi\left(a_{i}\right)$ whenever $\oplus_{i=1}^{\infty} a_{i}$ and $\oplus_{i=1}^{\infty} \psi\left(a_{i}\right)$ exist;
(iii) $s^{\prime}(\psi(a))=s(a)$;
(iv) $T^{\prime}(\psi(a))=\psi(T(a)) \forall a \in E$;
(v) $\psi(a \circ b)=\psi(a) \circ \psi^{\prime}(b)$.

Proposition 23. Let two dynamical systems $(E, s, T)$ and $\left(E^{\prime}, s^{\prime}, T^{\prime}\right)$ be isomorphic. Then
(i) $A=\left\{a_{i}\right\}_{i=1}^{\infty}$ is a countable partition of E iff $\psi(A)=\left\{\psi\left(a_{i}\right)\right\}_{i=1}^{\infty}$ is a countable partition of $E^{\prime}$;
(ii) $H(A)=H(\psi(A))$;
(iii) $h(T, A)=h\left(T^{\prime}, \psi(A)\right)$.

Proof. (i) By property $i$ and $i i$ of the above definition, the proof is trivial.
(ii) $s^{\prime}(\psi(a))=s(a)$ imply $H(A)=H(\psi(A))$.
(iii) $H\left(A \circ T(A) \circ \ldots \circ T^{n-1}(A)\right)=H\left(\psi\left(A \circ T(A) \circ \ldots \circ T^{n-1}(A)\right)\right)=H(\psi(A) \circ \psi(T(A)) \circ \ldots \circ$ $\left.\psi\left(T^{n-1}(A)\right)\right)=H\left(\psi(A) \circ T^{\prime}(\psi(A)) \circ \ldots \circ T^{\prime n-1}(\psi(A))\right)$ so $h(T, A)=h\left(T^{\prime}, \psi(A)\right)$.

Theorem 8. If dynamical systems $(E, s, T)$ and $\left(E^{\prime}, s^{\prime}, T^{\prime}\right)$ are isomorphic dynamical systems, where $E, E^{\prime}$ are WSEA, then $h(T)=h\left(T^{\prime}\right)$.

Proof. By the previous proposition for any countable partitions $A$ of $E$ and $B$ of $E^{\prime}$, we have $h(T, A)=h\left(T^{\prime}, \psi(A)\right)$ and $h\left(T, \psi^{-1}(B)\right)=h\left(T^{\prime}, B\right) ;$ therefore, $\sup _{A} h(T, A)=\sup _{B} h\left(T^{\prime}, B\right)$.
Definition 31. Let $E$ be a WSEA, $A=\left\{a_{i}\right\}_{i=1}^{\infty}$ and $C=\left\{c_{j}\right\}_{j=1}^{\infty}$ be two countable partitions. We say $A \subseteq C$ if for any $a_{i}$ there are $c_{j}$ and $b_{i j} \in E$ such that $c_{j}=a_{i} \oplus b_{i j}$ and $s\left(b_{i j}\right)=\theta$.

Theorem 9. Let $E$ be a WSEA, $A=\left\{a_{i}\right\}_{i=1}^{\infty}, C=\left\{c_{n}\right\}_{n=1}^{\infty}$ be countable partitions of $E$ and $A \stackrel{\circ}{\subseteq} C$ then
(i) $H(C) \leq H(A)$,
(ii) $T(A) \stackrel{\circ}{\subseteq} T(C)$.

## Proof.

(i) $\operatorname{sups}\left(a_{i}\right) \leq \operatorname{sups}\left(c_{n}\right)$.
(ii) For any $a_{i}$ there are $c_{j}$ and $b_{i j} \in E$ such that $c_{j}=a_{i} \oplus b_{i j}$ and $s\left(b_{i j}\right)=0$ so for any $T\left(a_{i}\right)$ there are $T\left(c_{j}\right)$ and $T\left(b_{i j}\right) \in E$ such that $T\left(c_{j}\right)=T\left(a_{i}\right) \oplus T\left(b_{i j}\right)$ and $s\left(T\left(b_{i j}\right)\right)=s\left(b_{i j}\right)=0$.

Theorem 10. Let $E$ be a WSEA, $A=\left\{a_{i}\right\}_{i=1}^{\infty}, C=\left\{c_{n}\right\}_{n=1}^{\infty}, D=\left\{d_{m}\right\}_{n=1}^{\infty}$ be countable partitions of $E, A \subseteq C$ and for any $a, b \in E, a \circ b=b \circ a$ then
(i) $H(C O D) \leq H(A O D)$;
(ii) $H(C \mid D) \leq H(A \mid D)$;
(iii) $h(T, C) \leq h(T, A)$.

## Proof.

(i) For any $a_{i}$ there are $c_{j}$ and $b_{i j} \in E$ such that $c_{j}=a_{i} \oplus b_{i j}$ so for any $k, c_{j} \circ d_{k}=\left(a_{i} \circ d_{k}\right) \oplus$ $\left(b_{i j} \circ d_{k}\right)$ this implies $\sup _{i, k} s\left(a_{i} \circ d_{k}\right) \leq \sup _{j, k} s\left(c_{j} \circ d_{k}\right)$.
(ii) By part a, $s\left(a_{i} \circ d_{k}\right) \leq s\left(c_{j} \circ d_{k}\right)$ so $\sup _{i, k} \frac{s\left(a_{i} \circ d_{k}\right)}{s\left(d_{k}\right)} \leq \sup _{j, k} \frac{s\left(c_{j} \circ d_{k}\right)}{s\left(d_{k}\right)}$.
(iii) By part a, $H\left(C \circ T(C) \circ \ldots \circ T^{n-1}(C)\right) \leq H\left(A \circ T(A) \circ \ldots \circ T^{n-1}(A)\right)$.

## 9. Concluding Remarks

In this paper, entropy with countable partitions on two important subclasses of effect algebras was introduced and their properties were investigated. Effect algebra is an important logic model for studying unsharp quantum events. However, due to the limitations of observational tools, physicist are not able to consider every variable in their calculations. Mathematical models can provide a better understanding of the realities of the world of micro-physics. Therefore, the entropy with countable partitions defined on the algebraic structure, especially effect algebra, may be very important. The next step in this regard could be trying to define entropy with countable partitions on other subclasses of effect algebra, such as CB-effect algebra, generalized effect algebra and some algebraic structures such as BCK-algebra and $C^{*}$-algebra.
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