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Abstract  Keywords 

Deep learning, a powerful machine learning technique leveraging artificial neural 

networks, excels in identifying complex patterns and relationships within data. 

Among its innovations is the emergence of Physics-Informed Neural Networks 

(PINNs), which have revolutionized the field of applied mathematics by enabling the 

solution and discovery of differential equations through neural networks. PINNs 

address two key challenges: data-driven solutions, where the model approximates the 

hidden solutions of differential equations with fixed parameters, and data-driven 

discovery, where the network learns parameters that best describe observed data. This 

study explores the implementation of PINNs within the R programming environment 

to solve two differential equations: one with boundary conditions 𝑦′ − 𝑦 = 0 with 

y(0)=0 and y(e)=1 boundaries and the Burgers’ Equation. The research utilizes R 

libraries, including reticulate for Python integration and torch for neural network 

operations, to demonstrate the versatility and efficacy of PINNs in addressing both 

data-centric solutions and parameter discovery. The results showcase the ability of 

PINNs to handle complex, high-dimensional problems, offering a promising 

alternative to traditional numerical methods for solving differential equations. 
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1. INTRODUCTION 
 

Differential equations, encompassing Ordinary Differential Equations (ODEs) and Partial Differential 

Equations (PDEs), serve as mathematical models for describing the dynamics of systems across various 

disciplines. Since Newton’s Principia, these equations have been fundamental to understanding and 

explaining physical laws. The primary objective of differential equations is to derive solutions that 

adhere to governing mathematical expressions characterizing the phenomena under study. 

Consequently, devising efficient and accurate methods to solve these equations is critical for scientific 

advancement and engineering applications. 

 

Deep Learning (DL), a branch of machine learning, employs artificial neural networks with multiple 

layers to tackle problems involving regression, pattern recognition, and classification. While 

traditionally DL has not been focused on solving differential equations, recent developments highlight 

its potential in this domain. The pioneering work by Lagaris et al. [1] laid the groundwork by employing 

artificial neural networks for boundary and initial value problems. Cheng et al. [2] extended this idea to 

Hamilton-Jacobi-Bellman equations. More recently, the advent of Physics-Informed Neural Networks 

(PINNs), introduced by Raissi et al. [3-5] under the mentorship of Karniadakis and colleagues, marked 

a significant breakthrough. PINNs utilize deep learning methodologies to address forward and inverse 

problems in PDEs, offering an innovative alternative to conventional solvers. 
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Several R packages exist for solving differential equations. For instance: 

 

 The deSolve package (Soetaert et al. [6]) addresses initial boundary problems for 

ODEs and PDEs. 

 The ReacTran package (Soetaert and Meysman [7]) focuses on reactive transport 

equations in 1D, 2D, or 3D domains. 

 The rootSolve package (Soetaert [8]) employs the Newton-Raphson method to 

determine roots of nonlinear and linear equations. 
 

In contrast, Python provides robust support for PINNs through libraries like PyTorch (Paszke et al. [9]) 

and TensorFlow (Abadi et al. [10]). However, the absence of an equivalent R package for PINNs 

presents a gap in the R ecosystem. This study addresses this limitation by demonstrating the 

implementation of the PINNs approach in R, paving the way for the development of a dedicated R 

package. 

 

In this study, we first introduce the methodology of PINNs and provide a comprehensive overview of 

their workings. We then present two examples to illustrate how PINNs can be applied in R. These 

examples cover the definition of loss functions and parameter prediction, highlighting the effectiveness 

and versatility of this approach. 

 

2. MATERIAL and METHODS 

 

2.1. Overview of Physics-informed Neural Networks (PINNs) 
 

Physics-Informed Neural Networks (PINNs) were initially proposed by Karniadakis, Raissi, and 

colleagues [3-5] as a neural network-based approach for solving partial differential equations (PDEs). 

A significant advancement in PINNs was the incorporation of a residual network, which represents a 

major innovation. This network incorporates the governing physical equations, utilizes the output of the 

deep learning model, and calculates the residual values, as highlighted by Markidis [11].  

 

An equation that illustrates the general form of the partial differential equation addressed by Physics-

Informed Neural Networks (PINNs) is as follows: 

 

𝑢𝑡 + 𝑁 [𝑢; 𝜆] = 0, 𝑥 ∈ Ω, 𝑡 ∈ [0, Ω], 𝑡 ∈ [0, 𝑇] 

𝑢(0, 𝑥) = ℎ(𝑥), 𝑥 ∈ Ω                                (1) 

               𝑢(𝑡, 𝑥) = 𝑔(𝑡, 𝑥), 𝑥 ∈ 𝜕Ω, 𝑡 ∈ [0, 𝑇] 

 

 

In this framework, u (that is, u(t, x)) denotes the unknown solution subject to boundary conditions g(t, 

x) and initial conditions h(x); essentially, u is the target variable of interest (e.g., representing a wave). 

The derivative 𝑢𝑡 denotes the partial derivative of u with respect to time t over the interval [0, T], while 

x is an independent spatial variable within the domain Ω. In other words, x and t are the given inputs 

(e.g., spatial location x and time t), and N[u; λ] is a linear or nonlinear differential operator characterized 

by a set of PDE parameters λ. 

 

In solving the differential equation, the function u is approximated using a fully connected deep neural 

network, where (t, x) serve as inputs and 𝑢𝑁𝑁(𝑡, 𝑥) as outputs. A deep neural network comprises multiple 

hidden layers, each of which has inputs (X = [𝑥1 , 𝑥2,..., 𝑥𝑖 ]) and outputs (Y = [𝑦1 , 𝑦2, ..., 𝑦𝑖 ]).  

 

To simplify the equation, the left-hand side (𝑢𝑡 + 𝑁 [𝑢; 𝜆]) can be expressed as f(t, x), that is, 
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𝑓(𝑡, 𝑥): = 𝑢𝑡 +  𝑁[𝑢; 𝜆]                                                    (2) 

 

The artificial neural network is constructed using hidden layers, where the inputs and outputs of the 

layers are transmitted throughout the network according to the formula: 

𝜎(𝑤𝑖,𝑗𝑥𝑖 + 𝑏𝑖),                                                    (3) 

 

where 𝑏𝑗 and 𝑤𝑖,𝑗   represent biases and weights, respectively. σ(.) denotes the activation function, 

typically applied as a hyperbolic tangent activation function for each neuron except for the last layer, 

where no additional regularization is applied Cai et al. [12]. The parameters of the neural networks 

shared between u(t, x) and f(t, x) are learned by minimizing the loss function. 

 

𝑀𝑆𝐸 = 𝑀𝑆𝐸𝑟 + 𝑀𝑆𝐸𝑏 + 𝑀𝑆𝐸0,                                                    (4) 

 

where, 

𝑀𝑆𝐸0 =  
1

𝑁0
 ∑ |𝑢(𝑡𝑖 , 𝑥𝑖) − ℎ𝑖 |2 

𝑁0 

𝑖=1
,                                                    (5) 

and 

 

𝑀𝑆𝐸𝑏 =  
1

𝑁𝑏
 ∑ |𝑢(𝑡𝑖, 𝑥𝑖) − 𝑔𝑖 |2 

𝑁𝑏 

𝑖=1
,                                                    (6) 

and 

𝑀𝑆𝐸𝑟 =  
1

𝑁𝑟
 ∑ |𝑢𝑡(𝑡𝑖, 𝑥𝑖) + 𝑁𝑥𝑢(𝑡𝑖 , 𝑥𝑖) |2 

𝑁𝑟 

𝑖=0
.                                                    (7) 

 

Here in Equations 4-7, 𝑀𝑆𝐸0, 𝑀𝑆𝐸𝑏 , and 𝑀𝑆𝐸𝑟 correspond to the losses associated with initial 

conditions, boundary conditions, and the penalization of residuals in the governing equations, 

respectively. To compute the residuals for 𝑀𝑆𝐸𝑟, it is necessary to obtain the derivatives of the 

outcomes—namely, 𝑢𝑡  and 𝑁𝑥𝑢 with respect to the inputs. These derivatives are calculated using 

automatic differentiation, as described by Baydin et al. [13]. The overall loss function is then optimized 

using an algorithm such as stochastic gradient descent (Ruder [31]) or the ADAM optimizer (Kingma 

and Ba [14]), among others. 

 

An illustration of the PINNs approach is provided in Figure 1 below. As depicted in Figure 1, a fully-

connected deep feed-forward neural network is utilized to approximate u(t, x). This approximation is 

subsequently utilized to formulate the initial conditions loss 𝑀𝑆𝐸0, the boundary conditions loss 𝑀𝑆𝐸𝑏, 

and residual loss 𝑀𝑆𝐸𝑟. 
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Figure 1.  Physics-Informed Neural Networks (PINNs) Workflow [32]. 

 

Since their introduction, Physics-Informed Neural Networks (PINNs) contributed a significant 

impact on fluid mechanics and scientific computing, leading to notable advancements. 

Karniadakis and his collaborators have built upon these methodologies, resulting in various 

extensions of PINNs. These extensions include stochastic PINNs (Zhang et al. [15]), fractional 

PINNs (fPINNs) (Pang et al. [16]), conservative physics-informed neural networks (CPINNs) (Jagtap 

et al. [17]), parareal physics-informed neural networks (PPINNs) (Meng et al. [18]), extended physics-

informed neural networks (XPINNs) (Jagtap and Karniadakis [19]), non-local PINNs (nPINNs) (Pang 

et al. [20]), PINNs with a variational formulation based on the Galerkin method (hp-VPINN) (Kharazmi 

et al. [21]), parallel PINNs (Shukla et al. [22]), Bayesian PINNs (Yang et al. [23]), and approaches for 

learning nonlinear operators via DeepONet (Lu et al. [24]). Agraz et al. [32] showed that simple 

differential equations can be effectively solved using a single multiplicative neuron. 

 

PINNs can address two distinct problems: data-driven solutions for PDEs and data-driven discovery. In 

the first scenario, the model parameter λ remains constant, and PINNs approximate the hidden solution. 

In the latter scenario, PINNs are employed to identify the λ parameter that best characterizes the 

observed data [3, 25]. This article presents examples and definitions of both solution types, focusing on 

two different problems to illustrate the approach’s efficacy. First, we begin by showcasing the solution 

to the differential equation y ′ − y = 0 with the initial conditions y(0) = 1 and y(1) = e. This is achieved 

through the utilization of the PINNs methodology, complemented by the incorporation of the reticulate 

package for data-centric solutions.   Second, we tackle the one-dimensional Burgers’ equation Basdevant 

et al. [26] using PINNs, employing the torch package Falbel and Luraschi [29] to exemplify a data-

driven discovery scenario. The Burgers’ equation is a fundamental partial differential equation that 

stems from the Navier-Stokes equations Raissi et al. [5]. Within this section, we embark on elucidating 

the foundational aspects of PINNs within the context of the R community. We commence this 

exploration with a clear-cut example centered around a simple differential equation. To facilitate a 

comprehensive understanding, the complete code for this illustrative instance is available in 

Supplementary A.1 on GitHub. Subsequently, we employ the torch package to tackle the one-

dimensional Burgers’ Equation as put forth by Basdevant et al. [26], leveraging the prowess of the 

PINNs approach to unveil insights driven by data. For interested readers, the comprehensive code 

pertaining to this particular example can be found in Supplementary A.2 on GitHub. 

 

2. RESULTS 

 

Data-Driven Solution of the y ′ − y = 0  

 

To provide a straightforward introduction to the concept of PINNs, we offer an example that illustrates 

how to implement the PINNs approach for solving differential equations from the ground up using R 
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4.1.3. We begin by outlining a motivating example of a differential equation and its associated initial 

conditions, as defined in Equation8. 

 

𝑦′ − 𝑦 = 0, 𝑦(0) = 1, 𝑦(1) = 𝑒                                                    (8) 

 

We initiate by installing and loading the pertinent packages and creating a Python virtual environment 

named "r-reticulate." The reticulate package Ushey et al. [27] facilitates the interaction between Python 

and R, enabling the utilization of required Python libraries within R. Additionally, we employ the 

TensorFlow library Abadi et al.[10], a well-known open-source machine learning framework, to address 

neural network and deep learning challenges. The complete code for the solution of y ′ − y = 0 is provided 

in Supplementary A.1. 

 

#install_tensorflow(version = "1.15.0")  
library(reticulate)  
library(tensorflow)  
library(ggplot2)  
use_condaenv('r-reticulate') 
 

We initiate by outlining the structure of the neural network along with its input and output specifications. 

Throughout all the experiments, we employ a 6-layer neural network, each layer comprising 50 neurons. 

 

tf$set_random_seed(1234)  
layers <- c(1, rep(50, 5), 1) #number of layers and neurons  
N_residual <- 100  #number of residuals  
N_test <- 80  #length of test data  
x_f <- seq(0, 1, length.out=N_residual)  
x <- c(0, 1) #inputs  
y <- c(1, exp(1)) # outputs  
x_train <- matrix(x, nrow = 2, ncol = 1)  
y_train <- matrix(y, nrow = 2, ncol = 1)  
x_f_train <- matrix(x_f, nrow = length(x_f), ncol=1) 
 

Subsequently, we generate weights and biases following the truncated normal distribution utilizing a 

Xavier initializer, referred to as the xavier_initialization function. Following this, we proceed to create 

a fully-connected simple deep feed-forward artificial neural network, constituting the core structure of 

the PINNs methodology. In this context, the hyperbolic tangent (tanh) activation function is applied in 

each layer, excluding the final layer. 

 

Following the neural network’s construction, we proceed to define f(t, x) 

 

𝑓 ≔  𝑦′ − 𝑦,                                                    (9) 

and we can now approximate the u(t, x) with a deep feed-forward artificial neural network. Accordingly, 

we define the u(t, x) function below, 

 

u(t,x) <- function(x_){ 
 u <- neural_network(x_, weights, biases)  
return(u)  
} 
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Thereby, f(t, x), PINNs can be determined as, 

 

f(t,x) <- function(x_){  
y_ <- u_xt(x_)  
y_x <- tf$gradients(y_, x_)[[1]]  
# Residuals  
f <- y_x - y_  
return(f)  
} 

𝑀𝑆𝐸 = 𝑀𝑆𝐸𝑟 + 𝑀𝑆𝐸𝑏 ,                                                    (10) 

 

and the loss function is optimized by an Adam optimizer with the following codes. 

 

loss_bd <- tf$reduce_mean(tf$square(y_pred - y_train))  
residual_loss <- tf$reduce_mean(tf$square(f_pred)) 
Adam_optim <- tf$compat$v1$train$AdamOptimizer(1e-3)  
Adam_opt_train <- Adam_optim$minimize(loss_bd+residual_loss) 
 

After training for 10000 epochs, the loss functions are calculated and depicted in Figure 2 as separate 

plots. 

 

                

 
Figure 2.  Total, Boundry (BD) and Residual Loss of the solution of y ′ − y = 0 with PINNs. 

 

According to Figure 2, the Total Loss, Boundary Loss, and Residual Loss are approximately 0.00035, 

0.000037, and 0.00031, respectively.  

 

Post-training, we create a plot that showcases both the actual and estimated solutions on the test data. 

This comparison is made against the exact solution of the test data using the ggplot2 package Wickham 

and Chang ]28[, as illustrated in Figure 3. 
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Figure 3.  Comparison of predictions of test data and the exact solution. 

 

According to Figure 3, the PINNs predicted solution accurately approximates the real solution. In 

conclusion, the mean squared error loss is computed from the test data and depicted in Figure 4. 

 
 

Figure 4.  Mean squared error of the test data 

 

 

Data-Driven Discovery of the Burgers’ Equation 

 

In this section, we tackle the one-dimensional Burgers’ equation Basdevant et al. [26] using PINNs, 

employing the torch package Falbel and Luraschi [29] to exemplify a data-driven discovery scenario. 

The Burgers’ equation is a fundamental partial differential equation that stems from the Navier-Stokes 

equations Raissi et al. [5]. 

 

Here, we demonstrate Burgers’ equation first for solving forward problems using PINNs. 

 

𝑢𝑡 + 𝜆1𝑢𝑢𝑥 − 𝜆2𝑢𝑥𝑥 = 0, 𝑥 ∈ [−1,1], 𝑡 ∈ [0,1]                                 (11) 
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We can define f(t, x) as, 

𝑓 ≔ 𝑢𝑡 + 𝜆1𝑢𝑢𝑥 − 𝜆2𝑢𝑥𝑥                                (12) 

in which the deep feed-forward neural network approximates u(t, x), and the PINNs f(t, x) emerges as a 

consequence.  

 

We begin by installing and loading the necessary packages. The torch package is an essential open-

source machine learning package developed based on PyTorch Paszke et al. [9]. All the codes for solving 

the Burgers’ equation can be found in Supplementary A.2 on GitHub. 

 

library(R.matlab)  # reading .mat data  
library(pracma)  
library(torch)  
library(akima) 
 

We start by loading the data.  

 

# Load data  
data_burger <- readMat("data_burgers_shock.mat")  
t <- as.vector(data_burger$t)  
x <- as.vector(data_burger$x)  
Exact <- t(data_burger$usol)  
grid <- meshgrid(x, t)  
X <- grid$X T <- grid$Y 
 

The Burgers’ data comprises information labeled as t, x, and usol in list form. We initiate by outlining 

the structure of the neural network along with its input and output specifications. Throughout all 

experiments, we employ a 9-layer neural network, each layer comprising 20 neurons. 

 

torch_manual_seed(1234)  
nu <- 0.01 / pi N_u <- 2000  
layers <- c(2, 20, 20, 20, 20, 20, 20, 20, 20, 1)  
X_star <- torch_stack(c(torch_flatten(torch_tensor(X)), +  
torch_flatten(torch_tensor(T))))$t()  
u_star <- torch_flatten(torch_tensor(Exact))$unsqueeze(1)$t()  
# Domain boundries  
lb <- apply(X_star, 2, min)  
ub <- apply(X_star, 2, max)  
X_u_train <- X_star[id_x,]  
u_train <- u_star[id_x]  
u_train <- u_train + noise * torch_std(u_train) *  
+ torch_randn(dim(u_train)) 
 

We create a training dataset containing 2000 randomly generated observations corresponding to both λ 

= 1.0 and λ = 0.01/π. This is done to illustrate the effectiveness of the PINNs approach. The positions 

of the generated training points are depicted in Figure 5(d). Following this, we update the weights and 

biases utilizing a simple feed-forward deep neural network structure and the LBFGS optimizer Liu and 

Nocedal [30], aiming to minimize the loss function. After the training process, the PINNs approach 

estimates both the u(t, x) solution of the PDEs and the parameters λ = (𝛌𝟏, 𝛌𝟐) that characterize the 

underlying dynamics. The predictive accuracy of the PINNs approach is demonstrated in Figure 5(a-c), 
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while the comparison between the exact and predictive outcomes for noisy and noiseless data is 

presented in Table 1.  

 
Table 1. Unequivocally indicates that the PINNs approach adeptly predicts the parameters. Notably, even with 1 

 

 
       (a)                                                   (b)                                                               (c) 

 

 
                                 (d) 

 
Figure 5: Burgers’ equation: Exact and predicted solutions comparisons for (a) t = 0.25 (b) t = 0.50 (c) t = 0.75 and (d) 

predictions are given by a physics neural network of u(t, x) with the training data 

 
Table 1. Correct and predicted parameters of Burgers’ equation 

 

Correct PDEs 𝑢𝑡 + 𝑢𝑢𝑥 − 0.0031831𝑢𝑥𝑥 = 0 

Identified PDEs (clean data) 𝑢𝑡 + 0.995469𝑢𝑢𝑥 − 0.0033095𝑢𝑥𝑥 = 0 

Identified PDEs ( %1 noise ) 𝑢𝑡 + 1.000711𝑢𝑢𝑥 − 0.0031104𝑢𝑥𝑥 = 0 
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3. CONCLUSION 

 

PINNs were first introduced by Karniadakis and his team Raissi et al. [3-5] as an innovative alternative 

to numerical solutions for PDEs. PINNs utilize a simple deep feed-forward neural network approach 

and employ automatic differentiation techniques Baydin et al. [13] to effectively address PDEs.  

 

In this study, we have demonstrated how to apply the PINNs approach within the R programming 

language, leveraging the reticulate and torch packages. As far as our current knowledge extends, this 

study stands as the inaugural implementation of PINNs in the R programming language. Initially, we 

showcased the solution of a basic differential equation problem, specifically y ′ − y = 0 with conditions 

y(0) = 1 and y(1) = e, employing the reticulate package. We also plotted the total error, boundary error, 

and residual error, while additionally comparing the exact solution with predictions in a graphical 

representation. Our observation confirmed that the PINNs method adeptly predicts the exact solution. 

Finally, we calculated the MSE for the test data, resulting in an MSE of 3.571406 × 10−4.  

 
Subsequently, we presented a practical approach for addressing Burgers’ equation using PINNs through 

the PyTorch package. In this example, we contrasted the exact parameters with the predicted parameters 

of Burgers’ equation, considering both noisy and noiseless data. Our exploration of Burgers’ equation 

affirmed the PINNs approach’s capacity to accurately estimate PDE parameters. Furthermore, we 

designed interactive solutions for PINNs via the shiny app and the torch package, which can be accessed 

on the GitHub page under shiny.R.  

 

To the best of our knowledge, this article constitutes the pioneering effort in implementing the PINNs 

approach within the R programming language. In our future endeavors, we aspire to adapt additional 

implementations of the PINNs approach to R and develop a dedicated R package for this purpose. 
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