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ABSTRACT 
Machine learning methods, which are one of the subfields of artificial 

intelligence and have gained popularity in applications in recent years, 

play an important role in solving many challenges in aquaculture. In this 

study, the relationship between changes in the physico-chemical 

characteristics of water and feed consumption was evaluated using 

machine learning methods. Eleven physico-chemical characteristics 

(temperature, pH, dissolved oxygen, electrical conductivity, salinity, 

nitrite nitrogen, nitrate nitrogen, ammonium nitrogen, total phosphorus, 

total suspended solids, and biological oxygen demand) of water were 

assessed. Among all the measured physico-chemical characteristics of 

water, temperature was determined to be the most important parameter 

to be evaluated in fish feeding. Moreover, pH2, EC2, TP2, TSS2, S2 and 

NO2-N parameters detected in the outlet water are more important than 

those detected in the inlet water in terms of feed consumption. Through 

regression analysis carried out using machine learning methods, the 

models developed with Random Forest, Gradient Boosting Machine and 

eXtreme Gradient Boosting algorithms exhibited higher success rates in 

predicting feed consumption compared to the other models. The present 

study highlights the pivotal role of machine learning methods in 

enhancing our understanding of fish feeding dynamics based on 

physico-chemical characteristics of water, thus contributing significantly 

to aquaculture management practices. 
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1. Introduction 
 

Fish farms release various amounts of waste into the aquatic environment, which increases the necessity of examining and 

analysing the impact of aquaculture on the environment (Ahmad et al. 2022). The polluted environment primarily harms 

biodiversity, disrupts ecological balances and prevents sustainability by affecting production (Leaf & Weber 1998; Sharma & 

Birman 2024).  

 

The total trout production of Turkey was 145649 tons in 2022, and Muğla province contributed to this production with 

18.2% of the total amount (Çöteli 2023). The Eşen River is at the heart of intensive trout production in Muğla province (Sezgin 

et al. 2023; Koçer et al. 2010; Pulatsü & Yıldırım 2011).  

 

For sustainability, it is essential to ensure that natural resources are used effectively and efficiently, in a balanced way, and 

in harmony with nature (Qin et al. 2024; Moldan et al. 2012). It is necessary to know the potential and structure of natural 

resources well and to observe the changes that occur in these resources. Research and monitoring activities in aquaculture are 

necessary to manage resources (Subasinghe et al. 2009; Mandal & Ghosh 2024). 

 

New application areas and algorithms are constantly being developed with artificial intelligence (Kaya et al. 2023; Akgül et 

al. 2023; Kaya 2023). Many successful activities have been reported in fish farms, such as planning production with computer 

support, monitoring environmental conditions and fish health (Yilmaz et al. 2022; Yilmaz et al. 2023; Cakir et al. 2023), and 

aeration tools, growth statistics, intensive data analysis, production of feed (Dikel & Öz 2022). Feed expenses constitute the 

largest part of the production cost in aquaculture farms (Li et al. 2020). Of course, the balance established between the amount 

of harvested product and the amount of feed consumed represents successful production (Pahlow et al. 2015). However, the 
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concept of production solely for commercial concerns negatively affects sustainability (Folke & Kautsky 1992). Changes in 

water quality are the critical factor that directly affect fish production (Muir 2005). Evaluating the sensitive relationship 

between the physico-chemical characteristics of water and feed consumption with the help of computer-aided methods can 

help both optimize the amount of feed used and predict the amount of feed to be consumed on the farm (Zhao et al. 2021). 

Thus, while reducing production costs, predictable feed consumption will allow businesses to make more accurate future.  

 

Machine learning (ML) methods, which are one of the subfields of artificial intelligence (AI) and have gained popularity in 

applications in recent years, play an important role in solving many challenges in aquaculture (Zhao et al. 2021).  

 

In the current study, the relationship between changes in the physico-chemical characteristics of water and feed 

consumption was evaluated using ML methods. At the same time, it was aimed to determine the most successful ML method 

for predicting the effect of environmental conditions on rainbow trout production.  

 

2. Material and Methods 
 

2.1. Study area 

 

The Eşen River (Figure 1) originates at approximately 2000 meters altitude in the southwest of Turkey. This river is used for 

different purposes such as drinking water supply, electricity generation, agricultural irrigation, and Rainbow Trout breeding 

(Oncorhynchus mykiss Walbaum 1792).  

 

 
 

Figure 1- A view from Eşen River (Original)  

 

Seven stations, including inlet and outlet waters of 3 farms and reference point, were monitored for 1 year. Moreover, feed 

consumption rates of farms were recorded. While determining the stations, care was taken to ensure that they were 

representative of the fish farms.  

 

The Reference point is located 115 m upstream of the farms, which are located on Eşen River. This station, which is not 

exposed to pollutants, also serves as a reference for the rest of the river.  

 

2.2. Water sampling and analysis 

 

Water samples obtained from a total of 7 stations were filled into 2-liter polyethylene bottles and transported to Muğla Sıtkı 

Koçman University Laboratories in an ice-cooled box.   

 

From the water samples taken from the stations, water temperature (T), pH, dissolved oxygen (DO), electrical conductivity 

(EC), and salinity (S) parameters were determined on-site in the field with a YSI multiparameter (MPS 556). Nitrite nitrogen 

(NO2-N), nitrate nitrogen (NO3-N), ammonium nitrogen (NH4), total phosphorus (TP), total suspended solids (TSS) and 

biological oxygen demand (BOD) analyses were carried out in Muğla Sıtkı Koçman University Research Laboratories and 

Central Environmental Laboratory according to APHA (2012) methods.  
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2.3. ML methods 

 

Regression methods are statistical techniques used to predict one variable based on one or more other variables. These methods 

model the relationship between data and make predictions using these models. There are many algorithms used in literature to 

obtain these predictions. However, some algorithms are more preferred in academic studies because they produce more 

successful predictions compared to others or because the models can be easily interpreted. These popular algorithms include 

Artificial Neural Network (ANN), Decision Tree (DT), Generalized Linear Model (GLM), Gradient Boosting Machine 

(GBM), K-Nearest Neighbour (KNN), Random Forest (RF), Support Vector Machine (SVM) and eXtreme Gradient Boosting 

(XGBoost). The success of these algorithms may vary according to the structure and complexity of the problem. 

 

The regression models aim to estimate the relationship between at least one input variable and one output variable. Input 

variables can be defined as independent variables and output variables as dependent variables. The input variables used in this 

study are the physico-chemical characteristics of water, while the output variable is Monthly Feed Consumption per kg (MFC). 

Input variables are inlet and outlet water temperatures (T1, T2), pH values (pH1, pH2), dissolved oxygen amounts (DO1, 

DO2), electrical conductivities (EC1, EC2), salinity values (S1, S2), NH4, NO2 and NO3 values (NH41, NH42, NO21, NO22, 

NO31, NO32), total suspended solids amount (TSS1, TSS2), Total phosphorus values (TP1, TP2) and biological oxygen needs 

(BOD1, BOD2). Since the stocking density for portion fish was the same in all farms included in the study (25 kg/m3), 

stocking density was not included in the study as a variable.  

 

In the regression analysis, ML techniques were used to model the relationship between the above-mentioned input variables 

and the output variable. The dataset contains 22 input variables and one output variable for a total of 180 observations. A 

significant portion of the dataset (80%) was randomly divided to be used for model training and the remaining portion (20%) 

for testing. The 10-fold cross-validation method was applied for the validation of the model to be created during the training 

phase. In addition, hyperparameter optimization of the regression algorithms was achieved to obtain the best model in a limited 

solution space. 

 

To measure the performance of regression models, three different evaluation metrics are commonly used in studies, which 

are Mean Absolute Error (MAE), Root Mean Squared Error (RMSE) and R2 respectively. 

 

MAE is the average of the absolute values of the differences between the predicted values (ŷ) and the actual values (y) and 

is expressed as in Equation 1. N represents the number of observations (James et al. 2013). 

 

𝑀𝐴𝐸 = (1/N)  ∗  ∑|y −  ŷ|                                                                  (1) 

 

RMSE is another evaluation metric used to measure the performance of a regression model, and it is the square root of the 

mean square of the differences between the predicted values and the actual values (Géron 2019). 

 

Mathematically, for a data set with N observations, the RMSE is calculated as shown in Equation 2. 

 

𝑅𝑀𝑆𝐸 = √(1/N) ∗  ∑|y −  ŷ|                                                                  (2) 

 

Since RMSE is calculated using the squares of the error quantities, large errors have a more significant impact, while small 

errors have a smaller impact. This makes RMSE a more sensitive evaluation metric than MAE, making it more suitable for 

datasets with outliers. In cases where outliers lead to large errors, the RMSE will be higher. However, RMSE is preferred 

because it is more sensitive than MAE, because of the use of the squares of the errors. 

 

R2 or coefficient of determination is an evaluation metric used to measure how well a regression model is fitted. This 

metric expresses how much of the variance of the actual data is explained by the model (Draper & Smith, 1998). 

 

Mathematically, R2 is calculated by the formula in Equation 3: 

 

R2 = 1 - (SSres / SStot)                                                                 (3) 

 

Where; SSres represents the sum of the error squares, which measures the deviation of the model's predictions from the 

actual data, and SStot represents the total variance of the actual data. 

 

The R2 value ranges from 0 to 1, with a higher value indicating a better fit to the data. An R2 value of 1 means that the 

model explains the actual data perfectly while a value of 0 means that the model does not explain the data at all. In a successful 

regression model, the MAE and RMSE error metrics are expected to be as small as possible, approaching zero, while the R2 

metric is expected to be close to 1. 
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3. Results and Discussions 
 
3.1. Evaluation metrics of regression models 

 

In this section, we present the results of the regression models where 4/5 of the dataset consisting of 180 observations was used 

for training the model, and 1/5 of the dataset was used for testing. Three different metrics were used to evaluate the ML 

regression models. Among these metrics, MAE and RMSE are error metrics, and these metric values can take values ranging 

from zero to infinity. In models with good performance, MAE and RMSE values are expected to be close to zero. These 

metrics are obtained both in the training phase and in the testing phase. Since 10-fold cross-validation is applied in the training 

phase, the error metrics consist of ten different values instead of a single value. 

 

In the fish farms, where the study was conducted, a certain proportion of biomass is given depending on the water 

temperature and the amount of dissolved oxygen in line with the recommendations of the feed manufacturer. However, fish 

behavior during feeding is still evaluated by technical personnel. Feeding is stopped when a situation affecting feed intake 

(such as a decrease in the fish’s feed intake or reluctance to feed) is observed. Therefore, the amounts of feed consumption in 

farms are affected by instantaneous changes. Possible reasons that may reduce the fish’s demand for food cannot be monitored 

instantly. The obtained results can explain the possible reasons for the parameters affecting feed consumption. The order of 

importance of physico-chemical characteristics of water affecting feed consumption was evaluated with BORUTA analysis 

(Figure 2).  

 

 
 

Figure 2- The order of importance of physico-chemical characteristics of water affecting feed consumption 

 

These parameters of the wastes (caused by feed, fish and metabolic wastes) released into the water from the farm 

environment can be seen from the analysis results of the farm inlet and outlet waters that are directly affected by the physico-

chemical characteristics of water (pH, TP, NH4, BOD, NO2-N, NO3-N, EC, TSS, S, DO and T) evaluated in the current study 

in the farm environment (Table 1).   

 

The pH2, EC2, TP2, TSS2, S2 and NO2 parameters detected in the outlet water are more important than those detected in 

the inlet water in terms of feed consumption (Figure 2). Surprisingly, NO3, pH, EC, TP2 are ranked as the most important and 

more important than DO, which is evaluated first (along with water temperature) in fish farms. In trout farms, the DO rate is 

desired to be above 6 mg/L for feed consumption (Pedersen 1987; McDaniel et al. 2005). In the farms where the study was 

carried out, DO mean values were measured in the range of 6.43-8.40 mg/L.  

 

Among all the measured physico-chemical characteristics of water, temperature was determined to be the most important 

parameter to be evaluated in fish feeding (Figure 2). In trout farming, temperatures in the range of 1-25 °C (with an optimal 16 
°C) are needed to grow fish (Woynarovich et al. 2011). In the current study, water temperature was measured between 11.30 

and 14.88 °C. This value is within the desired range for trout farming and is close to the optimum value (16 °C).   
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Table 1- Measured physico-chemical characteristics of water (min-max / mean) 

 

Physico-

chemical 

Characteristics 

Reference 
Farm A  Farm B  Farm C  

Inlet  Outlet  Inlet  Outlet  Inlet  Outlet 

T (oC) 
11.32-13.75 11.37-13.77 11.31-13.78 12.50-13.68 12.30-14.29 11.30-14.75 11.30-14.88 

13.04 13.09 13.05 13.08 13.27 13.12 13.12 

pH 
7.53-9.31 7.70-8.73 7.44-8.70 7.67-9.12 7.46-8.75 7.50-9.12 7.66-8.87 

8.15 8.14 8.01 8.15 7.97 8.08 8.05 

DO (mgL-1) 
7.43-10.51 7.3-10.43 5.49-9.00 5.08-10.3 4.97-9.21 5.42-10.26 5.1-9.00 

8.57 8.40 6.85 7.09 6.43 7.14 6.67 

EC (µScm-1) 
254.80-400.00 

253.80-

364.00 

257.30-

401.00 

254.20-

404.00 
258.60-405.00 

254.40-

390.00 
253.30-390.00 

336.46 337.70 344.55 337.45 348.40 344.18 338.97 

S (‰) 
0.160-0.220 0.160-0.230 0.160-0.230 0.160-0.220 0.160-0.230 0.160-0.220 0.16-0.220 

0.185 0.190 0.190 0.186 0.190 0.187 0.188 

NH4 (mgL-1) 
BDL-0.10 BDL-0.13 BDL-0.54 BDL-0.39 0.23-2.92 BDL-0.53 BDL-0.82 

0.01 0.02 0.31 0.27 0.78 0.34 0.57 

NO2-N (mgL-1) 
BDL-0.05 BDL-0.02 BDL-BDL BDL-0.25 BDL-0.20 BDL-0.50 BDL-0.10 

0.01 0.01 BDL 0.07 0.06 0.07 0.03 

NO3-N (mgL-1) 
BDL-10.37 0.91-9.59 1.19-6.56 1.30-17.51 1.20-28.39 1.16-20.56 1.04-22.59 

2.84 2.89 2.29 3.76 4.92 4.33 4.18 

TP (mg L-1)  
BDL-0.285 BDL-0.005 BDL-0.046 BDL-0.043 0.013- 0.108 BDL-0.084 0.011- 0.914 

0.026 0.001 0.024 0.030 0.073 0.042 0.137 

BOD5 (mgL-1) 
0.07-4.26 0.21-3.14 1.16-4.28 0.41-4.85 2.33-5.70 0.76-4.62 1.02-5.37 

1.94 2.16 2.7 2.71 3.97 2.77 3.21 

TSS (mgL-1) 
BDL-1.00 BDL-0.40 0.10-10.90 0.10-6.50 0.30-3.90 0.40-4.30 0.50-8.20 

0.23 0.11 1.91 1.65 2.23 1.58 2.53 

Total Feed 

Consumption 

(ton) 

 649.5 1156.2 748.0 

 
*BDL: Below Detection Limit 

 

According to the European Union directives, 2006/44/EC, (EU, 2006) on the quality of fresh waters that need to be 

protected or improved to support fish life, the pH, TP, NH4 and BOD parameters of the water for salmonids should be 6-9, 0.2, 

≤1 and ≤3 mg/L, respectively. During the study, pH was found to be 7.44-9.12, TP BDL was found to be 0.914, NH4 BDL-

2.92 and BOD were found to be between 0.21 and 5.70 in the farms. Although the measured TP, NH4 and BOD values 

exceeded the values required for the growth of salmonids, pH2 measured within the recommended value range is the 3 rd most 

important parameter affecting feed consumption among all the parameters. The fact that temperature and pH have an impact on 

all chemical reactions, metabolism, and toxicity (Jana & Sarkar 2005) may explain why they are at the top of the list of 

importance.  

 

According to BORUTA analysis, although NO2-N is more toxic in terms of feed consumption, it is ranked lower than NO3-

N in terms of importance. Inlet water NO3-N value is listed as the most important parameter, right after temperature. NO3 is the 

final product of the two-stage oxidation of ammonia. The intermediate product, NO2, is oxidized with the help of bacteria to 

produce nitrate (Hargreaves 1998). Therefore, it can be said that the NO2 concentration in the environment is kept at levels that 

will not affect feed consumption through nitrification.  

 

High values of total dissolved solids, which describe inorganic salts and dissolved materials in water (Devi et al. 2017; 

Firooz et al. 2012), mean that they are unsuitable for fish health (Ahmed et al. 2019). It has been reported that total dissolved 

solids are among the top physico-chemical characteristics of water that cause fish disease outbreaks (Yılmaz et al. 2022). 

However, TSS, which was revealed in the current study to be an important parameter in terms of feed consumption, comes 

after other physico-chemical characteristics of water in importance. Similarly, S is one of the parameters that affects the fish’s 

feed consumption less.   

 

EC has greater importance on feed intake than TSS and S, comparable to pH and less important than temperature. In fact, it 

is affected by these 4 physico-chemical characteristics of water and the presence of inorganic dissolved solids such as ions 

carrying a negative charge (nitrate and phosphate anions) and ions carrying a positive charge (sodium, calcium, iron, etc.). 

With this feature, EC can be considered a critical indicator in evaluating feed consumption in fish farms where ML methods 

are used.   
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It should be noted that the data in this study are limited to the current measured values of physico-chemical characteristics 

of water measured in the farms where the study was carried out. In other words, it can be said that the order of importance of 

physico-chemical characteristics of water in terms of feed consumption may vary in each farm’s own dynamics. It was 

revealed in the current study that a critical parameter such as DO may be placed behind other physico-chemical characteristics 

of water in terms of importance in farm environments where it remains at values that will not negatively affect fish feed 

consumption throughout the season (Figure 2). This shows that the farm environment should be evaluated with all its variables 

for effective production.  

 

Table 2 shows the minimum, 1st quantile, median, mean, 3rd quantile, and maximum values of the MAE-based comparative 

error values for each regression model during the training process. As shown in the table, the DT algorithm has the highest 

average MAE error among the regression models. The regression models with the lowest mean MAE error values are 

XGBoost, GBM and RF. It can be observed that the minimum and maximum error ranges are narrower for the GLM, RF and 

GBM models, but wider for the ANN and DT models in terms of MAE error values. 

 
Table 2- MAE-based error table for training data 

 

 
MAE 

 
Min. 1st Qu. Median Mean 3rd Qu. Max. 

DT 0.0162611160 0.0218714429 0.024323865 0.025098375 0.028672426 0.034461268 

ANN 0.0112890995 0.0123856034 0.013982100 0.016852160 0.017949030 0.037744668 

SVM 0.0109737158 0.0118979884 0.012412511 0.014065447 0.016024698 0.019771007 

GLM 0.0111900914 0.0121773948 0.013181225 0.013256358 0.014288051 0.015159422 

KNN 0.0062285714 0.0086330769 0.012843077 0.011462479 0.014234856 0.015253333 

RF 0.0039281359 0.0046053656 0.004942887 0.005486680 0.006135318 0.008105229 

GBM 0.0032916726 0.0043113957 0.005101034 0.005223984 0.005706219 0.008745502 

XGBoost 0.0002086571 0.0009246325 0.003543157 0.003952663 0.006798657 0.008891349 

 

Table 3 shows the minimum, 1st quantile, median, mean, 3rd quantile and maximum values of the RMSE-based comparative 

error values of each regression model during the training process. As can be seen from the table, the regression model with the 

highest mean RMSE error is the DT algorithm. The regression models with the lowest RMSE mean error values are GBM, 

XGBoost and RF. Regarding RMSE error values, it is understood that the minimum and maximum error ranges are narrower 

for GLM, RF and GBM models but wider for ANN, DT and XGBoost. 

 
Table 3- RMSE-based error table for training data 

 

 
RMSE 

 
Min. 1st Qu. Median Mean 3rd Qu. Max. 

DT 0.021817266 0.025538575 0.029346811 0.030055109 0.032247176 0.04257985 

ANN 0.014761440 0.015181156 0.018514751 0.020932702 0.021602019 0.04369090 

SVM 0.014338495 0.015829987 0.017048988 0.018649991 0.021480378 0.02544829 

GLM 0.013903197 0.015474243 0.016332362 0.016662840 0.017832495 0.01985353 

KNN 0.008120521 0.011424263 0.016634153 0.015426489 0.018643893 0.02231042 

RF 0.005425699 0.006055001 0.007568518 0.007929979 0.008630886 0.01313262 

XGBoost 0.000285502 0.001776021 0.007803664 0.007383174 0.012750269 0.01427064 

GBM 0.004772173 0.005297180 0.007186077 0.007276941 0.007980441 0.01348817 

 

The minimum, 1st quantile, median, mean, 3rd quantile and maximum values of the R2 based comparative model 

explanatory power values of each regression model during the training process are shown in Table 4. As can be seen from the 

Table 4, the regression models with the highest mean R2 values are RF, GLM and XGBoost algorithms. The regression model 

with the lowest mean R2 model explanatory power is DT. It is understood that the XGBoost model produced the maximum R2 

model explanatory power values. 
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Table 4- R2-based performance table for training data 

 

 R2 

  Min. 1st Qu. Median Mean 3rd Qu. Max. 

RF 0.8925463 0.9705421 0.9745838 0.9701575 0.9862443 0.9956343 

GLM 0.9231790 0.9671374 0.9761152 0.9698487 0.9793847 0.9914711 

XGBoost 0.8680894 0.9167459 0.9710129 0.9536456 0.9981806 0.9999758 

KNN 0.7948448 0.8324811 0.9086410 0.8809891 0.9142515 0.9495288 

GLM 0.8147133 0.8313405 0.8613456 0.8624089 0.8809775 0.9267126 

SVM 0.7267628 0.7996369 0.8334013 0.8262501 0.8627225 0.8870258 

ANN 0.2662195 0.7661713 0.8500663 0.7779701 0.8693918 0.8865680 

DT 0.1951602 0.4227606 0.5267219 0.5051544 0.6157219 0.7078576 

   
The highest mean R2 values were indicated in bold 

 

After analysing the model evaluation metrics obtained for the training data, it is necessary to measure the performance of 

the regression models with test data that the regression models have never seen in the training phase. The results of the 

evaluation metrics of the performance test with the test data are given in Table 5. 

 
Table 5- Model evaluation values with test data 

 

  

Evaluation Metrics 

  

MAE RMSE R2 

R
eg

re
ss

io
n

 M
o

d
el

s 

DT 0.022643467 0.027030900 0.598961001 

ANN 0.016318823 0.019655126 0.787960261 

SVM 0.014680428 0.019378929 0.793877621 

GLM 0.014104027 0.017393552 0.833948736 

KNN 0.011044444 0.014378379 0.886528852 

RF 0.004423242 0.006448258 0.977178175 

XGBoost 0.003074641 0.006178471 0.979047897 

GBM 0.004402947 0.005872574 0.981071218 
 

The lowest MAE, RMSE and the highest R2 values were indicated in bold 

 

Based on the evaluation metrics in Table 5, XGBoost has the lowest MAE error value, followed closely by GBM and RF. 

Therefore, XGBoost, GBM and RF are the most successful models according to the MAE metric. 

 

According to the RMSE metric (Table 5), the lowest error value belongs to the GBM model with 0.005872574. Similarly, 

XGBoost and RF models are also close to the GBM model with the lowest error value. 

 

When the results are analysed according to the R2 model explanatory power metric (Table 5), the GBM model can explain 

the test data in the best way. Close R2 values are also observed for XGBoost and RF models. 

 

In the regression analysis carried out using ML techniques, the models developed with RF, GBM and XGBoost algorithms 

yielded better results for both the training and test datasets compared to models developed with other algorithms. Based on the 

MAE, RMSE and R2 metrics used to evaluate the models, it was observed that RF, GBM and XGBoost algorithms generated 

similar results, although the order of performance varied, indicating that all three models are effective. Hence, the analysis of 

the eight different models highlighted that RF, GBM and XGBoost are the top three most effective algorithms. On the other 

hand, the DT algorithm produced the least effective results both in terms of model training and test performance. 

 

In recent years, machine learning methods have been tried to be adapted to aquaculture (Zhao et al. 2021). Since feed cost 

is the main determinant of production cost (Li et al. 2020), many studies including computer-aided feeding systems (Hu et al. 

2022) and the development of smart systems that enable optimization of feeding amount by monitoring fish behaviour (Ubina 

et al. 2021; Du et al. 2023; Zhou et al. 2019) have been reported. In the current study, RF, GBM, and XGBoost were 

determined to be the most effective algorithms that enable the estimation of the feeding amount by monitoring physico-

chemical characteristics of water in fish farms. Comparable to the current study, it has been reported that methods such as 

convolution neural network (Ubina et al. 2021) and deep learning techniques using the image processing method (Hu et al. 
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2022; Zhou et al. 2019) can be successfully used to optimize feeding in aquaculture. In addition, studies investigating the 

effects of changes in water quality on the stock (Rana et al. 2021), fish length estimation (Li et al. 2020) and biomass detection 

(Yang et al. 2021) have been successfully carried out using ML methods.  

 

4. Conclusions 
 

In fish farming, feed expenses are the main factor determining the production cost. Feeds that cannot be consumed on farms 

are directly dumped into the water. These unused feeds deteriorate physico-chemical characteristics of water in the farm 

environment, reducing production performance and quality. In addition, these unconsumed feeds dissolve in water and provide 

an environment for the proliferation of undesirable pathogenic microorganisms. The emergence of diseases threatens fish 

health and causes great losses in production. Moreover, since unused feed are released to nature, they are loaded into the 

receiving environment as pollutants.   

 

For aquaculture production to be sustainable, appropriate business policies must be developed for the use of natural 

resources and input costs must be kept at reasonable levels. The development of computer-aided smart production systems has 

the potential to prevent losses, protect the environment and support healthy and economical production. Sustainable 

aquaculture can be supported through effective risk management using smart systems.  
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