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Evaluation of Ultrasound Imaging in Developmental Hip Dysplasia with Artificial 
Intelligence
 
ABSTRACT
Objective: Developmental hip dysplasia is a common condition that starts in infancy. With the introduction 
of machine learning (artificial intelligence, AI) into medicine, the early diagnosis of disease and the success of 
treatment have increased significantly. This study aims to determine the accuracy of ultrasound images from 
ultrasound videos used in the developmental hip dysplasia screening program using machine learning techniques.
Material and Method: The study involved the extraction of ultrasound image features using the Local Binary 
Pattern (LBP) method. The ultrasound image dataset was then prepared to evaluate the effectiveness of various 
machine learning approaches, including Decision Tree (DT), Random Forest (RF), K-Nearest Neighbour (KNN), 
Gradient Boosting (GB), Support Vector Machines (SVM), Naïve Bayes (NB), Logistic Regression (LR), and 
Multilayer Perceptron (MLP).
Results: RF algorithm performed very well, recording the highest correct image rate. The study was generally 
considered successful and it is believed that the resulting model will be useful in the early diagnosis of 
developmental hip dysplasia.
Conclusion: RF algorithm recorded the highest correct image rate, performing very well at 87.62% compared to 
other tested algorithms. The study was generally considered successful and the resulting model is believed to be 
useful in the early diagnosis of developmental hip dysplasia.
Keywords: Algorithms, classification, deep learning, developmental dysplasia of the hip, machine learning, 
artificial intelligence, ultrasonography.

 
ÖZET
Amaç: Gelişimsel kalça displazisi, bebeklik döneminde ortaya çıkan yaygın bir hastalıktır. Makine öğreniminin 
(yapay zeka, AI) tıp alanına girmesi ile hastalıkların erken tanısını ve tedavi başarısını önemli oranda artırmaktadır. 
Bu çalışma, makine öğrenme tekniklerini (yapay zeka) kullanarak gelişimsel kalça displazisi tarama programında 
kullanılan ultrason videolarından ultrason görüntüsünün doğruluğunun belirlenmesi amaçlamaktadır.
Gereç ve Yöntem: Çalışma, Lokal İkili Model (LBP) metodolojisi aracılığıyla ultrason görüntü özelliklerinin 
çıkarılmasını içeriyordu. Daha sonra, ‘Decision Tree (DT), Random Forest (RF), K-Nearest Neighbour (KNN), 
Gradient Boosting (GB), Support Vector Machines (SVM), Naïve Bayes (NB), Linear Regression (LR), and 
Multilayer Perceptron (MLP)’ dahil olmak üzere farklı makine öğrenimi yaklaşımlarının etkinliğini değerlendirmek 
için ultrason görüntü veri kümesini hazırlandı.
Bulgular: RF algoritması, test edilen diğer algoritmalarla karşılaştırıldığında %87,62 ile çok iyi performans 
göstererek en yüksek doğru görüntü oranını kaydetti. Çalışma genel olarak başarılı kabul edildi ve ortaya çıkan 
modelin gelişimsel kalça displazisinin erken teşhisinde faydalı olacağına inanılıyor.
Sonuç: RF algoritması en yüksek doğru görüntü oranını kaydederek çok iyi bir performans sergilemektedir. 
Çalışma genel olarak başarılı sayıldı ve elde edilen modelin gelişimsel kalça displazisi’ nin erken teşhisinde 
yardımcı olacağı düşünülmektedir.
Anahtar Sözcükler: Algoritma, derin öğrenme, gelişimsel kalça displazisi, makine öğrenmesi, yapay zeka, 
sınıflandırma, ultrasonografi.
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 Introduction 
 Developmental dysplasia of the hip (DDH) is a 
frequently-occurring ailment among infants, caused 
by genetic, intrauterine and cultural factors. It has 
an incidence rate ranging between 2% and 5% (1). 
The condition can be grouped into various types, 
including acetabular dysplasia, instability, subluxation 
and complete dislocation (2). Failure to promptly 
receive a diagnosis and treatment may result in more 
intricate procedures, including hip replacement, in 
the future (3).
 Current clinical practice for DDH entails clinical 
examination, assessment of risk factors, and 
radiological imaging (4,5). Radiography is widely 
regarded as an effective diagnostic tool for DDH, 
notwithstanding its potential drawbacks in terms 
of radiation exposure and limited information for 
neonatal hips due to incomplete ossification of 
cartilage. Ultrasonography is an efficient method 
for screening DDH in the first six months of an 
infant’s life because it facilitates comprehensive 
static and dynamic imaging of the hip joint. However, 
ultrasound imaging of the hip joint poses technical 
challenges. The ultrasound technique for assessing 
the condition of infants’ hips was introduced by Graf 
in the 1980s (6). Currently, Graf’s approach is the 
most widely used technique for diagnosing DDH 
using coronal plane ultrasound images. However, 
there are numerous ongoing debates about the 
effectiveness of ultrasound in enabling early and 
precise diagnosis and guidance for treatment (4,5). 
In keeping with Graf’s methodology, measurement 
and classification are executed based on the standard 
plane, encompassing the iliac crest, the base of the 
acetabulum, and the acetabular labrum. However, 
establishing the precise plane that demarcates the 
image slice of a neonatal hip is often difficult, and 
drawing three lines heavily depends on the physician’s 
precise application (7,8). 
 The extensive utilization of machine learning and 
deep learning techniques has been observed for the 
diagnosis of various diseases (9). Among deep learning 
architectures that have been described in existing 
literature, Convolutional Neural Networks (CNNs) 
are frequently applied (10). Automatic classification 
of hip dysplasia is a recent and developing field, 
involving data collection, data preprocessing, feature 

extraction, training, and testing on images (11).
 In recent years, researchers have demonstrated 
that a close connection between engineering labs 
and real-world practice is necessary to achieve 
meaningful results in ultrasound research (12). Hip 
ultrasonography is the established diagnostic tool 
for DDH necessitating precise assessment with 
standard plane images to guarantee proper diagnosis. 
Nonetheless, it has been reported that imaging may 
be undependable, and, thus, accurate imaging tests 
are indispensable for precise diagnosis. Incorrect body 
positioning or poor image quality may compromise 
the quality of images, significantly affecting diagnosis 
impacts. In recent years, scholars have conducted 
research on the efficacy of deep learning methods 
to offer automated assurance of precise diagnosis 
by operators (11,13,14). This can prove to be a useful 
aid for inexperienced operators.
 The evaluation of the ultrasound image used in the 
developmental hip dysplasia screening programme 
consists of three steps. The first step is to correctly 
locate the reference points on the ultrasound, the 
second step is to draw lines from the correctly located 
reference points and make angle measurements 
according to these lines, and the third step is to stage 
the hip according to the degree of measurement 
as a normal hip or a DHH hip. There are studies on 
the second and third steps (11, 14). There are not 
enough studies in the literature on the first step, 
where physician experience is important.
 The study’s significance lies in the scarcity 
of research into the precision of images used in 
diagnosing DDH and the approaches taken. It offers 
evidence that machine learning techniques can 
automatically identify appropriate images. A novel 
dataset and unexplored methodology are employed 
in the study, which fills a gap in the research and 
results in acceptable precision and swift functionality. 
This highlights the unique value of our study. The 
aim of our study is to use artificial intelligence to 
distinguish between the presence (correct image) 
or absence (incorrect image) of reference points 
used in the diagnosis of DDH in ultrasound images 
taken during DDH scans. Thus, artificial intelligence 
that can perform ultrasound evaluation can pave 
the way for young physicians to meet their need 
for experience.
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 Material and Method
 Ethical Approval
 The study was approved by the Yozgat Bozok 
University Faculty of Medicine Ethics Committee on 
10.02.2022 (IRB No. 2017-KAEK-189_2022.02.10_03) 
in accordance with the Declaration of Helsinki, and 
written informed consent was obtained from the 
parents of the participants.
 Study Design and Data Collection
 In this study, ultrasound records “ACUSON S2000 
Ultrasound System, HELX Evolution with Touch 
Control (Siemens Healthineers, Germany”) of both 
the right and left hips of 100 infants collected from 
Yozgat City Hospital were examined. The Local 
Binary Patterns (LBP) texture analysis method was 
utilised for gathering features from these images, 
and subsequently building a dataset. In the study, 
80% of the dataset was used as training dataset to 
train machine learning algorithms to classify images 
according to their correctness. The remaining 20% 
of the dataset were reserved for testing purposes. 
A range of machine learning algorithms, such as 
Support Vector Machines (SVM), Naive Bayes (NB), 
Logistic Regression (LR), Random Forest (RF), 
K-Nearest Neighbours (KNN), Decision Tree (DT), 
Gradient Boosting (GB), and Multilayer Perceptron 
(MLP), were employed to perform this classification.
Inclusion criteria: Infants aged 40-45 days, standard 
cross-sectional coronal plane ultrasound scans 
performed in the lateral decubitus position, using 
a 7.5 MHz linear ultrasound probe, acquisition of 
images representing normal or dysplastic hips, with 
measurement reference points specified in the hip 
scan programme.
 Exclusion criteria: Infants with a history of previous 
hip surgery or unrelated congenital anomalies, 
presence of neuromuscular diseases or syndromes 
that may contribute to congenital hip dislocation, 
images taken in positions other than lateral decubitus, 
hip ultrasound measurements outside the specified 
age range of 40-45 days, situations where the 
infant’s distress prevents imaging, ultrasound scans 
performed for indications other than DDH.
 The study utilized Python® programming language, 
along with the Scikit-Learn® and OpenCV® libraries. 
The experimental setup included a computer with 
a 12th generation Intel® Core™ i7 processor, 32 GB 

RAM, and a 1 TB M.2 SSD.
 Dataset and Data Augmentation
 In the study, 200 video recordings were created 
from both the right and left hips of one hundred 
newborns. Then, eighteen images were captured 
from each video recording at equal intervals (three 
images per second). Thus, a dataset consisting of 
three thousand six hundred images was obtained.
Neonatal hip ultrasound was performed with the 
infant in the lateral decubitus position, with the 
hip and knee in semi-flexion and 15-20 degrees of 
internal rotation (6). In this position, the greater 
trochanter of the femur was imaged exactly laterally, 
under the probe, in the anteroposterior plane. The 
anatomical structures of the tissues of a healthy 
developed hip are shown schematically (Figure I). 
A standard section was used in the coronal plane so 
that the ultrasound scans could be compared and 
everyone could take measurements in the same plane 
(6). There are three important reference points that 
should be present in the standard section: The ilium 
should be parallel to the skin, the labrum should be 
visible, and the ossified end of the ilium should be 
visible in the acetabulum (6).
 Hip ultrasound images were obtained from 
healthy or dysplastic newborns aged 40-45 days in 
the newborn hip screening programme. Ultrasound 
images from the screening programme were graded 
by an experienced radiologist and a paediatric 
orthopaedic specialist on the basis of whether the 
3 reference points, for which physician experience 
is important, were correctly included in the image 
area. Failure to detect the three reference points used 
to diagnose and classify DDH (acetabular labrum, 
acetabular edge and inferior iliac edge) was used 
as a faulty image, and the ability to detect this was 
used as a correct image in the artificial intelligence 
training.
 The images were evaluated by a radiologist and 
an experienced paediatric orthopaedic physician. 
The radiologist categorized the images as either 
correct or incorrect (Figure I), identifying 1522 as 
correct and 2078 as incorrect. These experts also 
evaluated these images and determined that 8 hips 
were Type 2 and 192 hips were Type 1. This shows 
that the dataset contains data from both healthy 
and unhealthy individuals.
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 Feature extraction is a widely used procedure in 
machine learning that involves picking a subset of 
data-specific features to apply a learning algorithm. 
The ultimate goal is to determine the most minimal 
number of features for a given problem domain that 
precisely represent it (15). One well-known method 
for accomplishing this is LBP.
 The LBP works with greater efficiency and reliability 
on grayscale images due to its capacity to process 
only one operation per pixel. Besides being user-
friendly, it offers improved speed advantages for 
handling larger datasets and real-time applications 
(16). This quality of LBP was the primary reason for 
utilizing it in this study.
 The LBP method of extracting features was 
employed on each classified image, resulting in 10 
column features being extracted. An extra column 
containing the class feature (correct or incorrect) 
was also included, resulting in a 1x11 array for each 
image.  The features of every image were then added 
as lines in a CSV file, resulting in the creation of a 
dataset measuring 3600x11. Data augmentation is 
a technique that can enhance the effectiveness of 
machine learning and deep learning algorithms and 
regularize the datasets used by (17).
 Initially, it was believed that any lack of balance 
between the classes within the dataset could 
negatively impact the success rate. To address this 
concern, different data augmentation methods 
were employed, including vertical and horizontal 
shift, as well as cropping and scaling techniques. 
As a consequence, the quantity of data assigned to 
the correct class rose to 2078, thus rectifying the 
imbalance between the classes. This resulted in a 
dataset consisting of 4156 data points, which were 
utilised to develop and test the model as per the 
machine learning methodologies detailed in section 
2. The success rates achieved are presented in the 
Results section.
 After rectifying the unevenness between the 
classes in the dataset, data expansion techniques 
were implemented once more to amplify the dataset. 
Nevertheless, as no enhancement on the achievement 
rate was witnessed, the study continued with a 
dataset comprising 4156 data points.
 Machine Learning Algorithms
 The research employed the widely accepted 

K-Nearest Neighbours machine learning algorithm that 
is commonly utilised in regression and classification 
tasks. This algorithm allows a point to be classified 
based on the closest previously classified K number 
of points. Its primary aim is to use majority voting 
for the label prediction of a test data point (18).
 Decision trees represent a classification algorithm 
that iteratively segments the dataset. This tree 
features a root node, internal nodes as well as terminal 
nodes (leaves), while the nodes of the tree consist 
of characteristics from the dataset, and the leaves 
are composed of predetermined values located 
in the outcome column. Each new example in the 
dataset is allocated to an appropriate class within 
the tree based on the pre-existing attribute values. 
To perform this placement, the relevant instance 
is moved within the tree and its classification is 
determined (19).
 Gradient Boosting is a machine learning algorithm 
used for classification. The process involves training 
models in succession, with each subsequent model 
aiming to reduce errors from the previous one. The 
following steps are taken: Firstly, a model is created 
for predicting from the training dataset. Residuals 
are then calculated based on the difference between 
observed and predicted values. A new model is 
subsequently generated from the residuals to produce 
fresh predictions. Following this, the sequence is 
repeated until the residuals are reduced to a minimum 
or a specific threshold value is attained (19).
 The Random Forest algorithm is a machine 
learning technique that was developed in 2001 by 
Leo Breiman (20). It can be used for both regression 
and classification problems, and its structure is 
composed of numerous decision trees. By processing 
data using multiple decision trees, the algorithm is 
able to provide precise predictions by averaging 
the acquired predictions. This approach also helps 
to prevent overfitting, which is a common issue in 
the decision tree method.
 Naive Bayes is a statistical algorithm for classification 
based on probabilities. It is trained for supervised 
learning and applicable in practical real-world 
scenarios. The approach is simple as it uses Bayes’ 
theorem to calculate probabilities, making it easy 
to understand and useful in limiting complexity. The 
algorithm determines the probability of an instance 
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belonging to a target category, making it a valuable 
tool in various applications (21).

Table I. Evaluation metrics for machine learning methods 

employed
Model RF GB KNN DT MLP LR NB SVM

Accuracy 0.8762 0.8582 0.8474 0.8125 0.7536 0.6478 0.6214 0.5853

Sensitivity 0.8945 0.8784 0.8601 0.8326 0.7638 0.7041 0.7706 0.7569

Specificity 0.8561 0.8359 0.8333 0.7904 0.7424 0.5859 0.4571 0.3965

PPV 0.8725 0.8549 0.8503 0.8139 0.7655 0.6518 0.6098 0.5800

F1 Score 0.8834 0.8665 0.8552 0.8231 0.7646 0.6770 0.6809 0.6567

Youden J 
Index

0.7506 0.7143 0.6934 0.6230 0.5062 0.2900 0.2277 0.1533

RF: Random Forest, GB: Gradient Boosting, KNN: K-Nearest Neighbours, 
DT: Decision Tree, MLP: Multilayer Perceptron, LR: Logistic Regression, NB: 
Naive Bayes, SVM: Support Vector Machine, PPV: Positive Predictive Value.

 The Support Vector Machine constitutes another 
algorithm often employed in the realm of machine 
learning. SVM aims to distinguish between classes by 
measuring distances among instances belonging to 
respective categories. Significantly, to achieve high 
classification success, the hyperplane must remain 
distant from data points of other classes, a feat 
accomplished through the formation of hyperplanes. 
Furthermore, support vectors are determined by 
calculating the points closest to the classifier’s 
margin (22).

Table II. Resource usage of machine learning techniques
Model RF NB MLP LR KNN DT GB SVM

Training 
time (sec) 0.8604 0.003 3.7491 0.0312 0 0.0227 3.6078 0.1884

Memory 
usage in 
training 
(MB)

3.4922 0.0117 1.6094 0.25 0.0977 0 1.4844 0.5977

CPU usage 
in training 
(%)

41.8 0 0 0 0 0 61.5 83.6

Test time 
(sec) 0 0 0 0 0.0156 0 0 0.0313

Memory 
usage in 
test (MB)

0.0078 0 0.2734 0 0.0547 0 0.0117 0.1445

CPU usage 
in test (%) 0 0 0 0 0 0 0 48.8

(RF: Random Forest, GB: Gradient Boosting, KNN: K-Nearest 
Neighbours, DT: Decision Tree, MLP: Multilayer Perceptron, LR: 
Logistic Regression, NB: Naive Bayes, SVM: Support Vector 

Machine).

 Logistic regression is a widely utilized model in 
machine learning, particularly effective in binary 
classification problems. This model analyses 
relationships within a dataset, modelling the connection 

between input variables and the probability of an 
event, making it a machine learning model that 
generates predictions (23). 

Table III. Resource usage of machine learning techniques
Model RF NB MLP LR KNN DT GB SVM

Training 
time (sec)

0.8604 0.003 3.7491 0.0312 0 0.0227 3.6078 0.1884

Memory 
usage in 
training 
(MB)

3.4922 0.0117 1.6094 0.25 0.0977 0 1.4844 0.5977

CPU usage 
in training 
(%)

41.8 0 0 0 0 0 61.5 83.6

Test time 
(sec)

0 0 0 0 0.0156 0 0 0.0313

Memory 
usage in 
test (MB)

0.0078 0 0.2734 0 0.0547 0 0.0117 0.1445

CPU usage 
in test (%) 0 0 0 0 0 0 0 48.8

RF: Random Forest, GB: Gradient Boosting, KNN: K-Nearest Neighbours, DT: 
Decision Tree, MLP: Multilayer Perceptron, LR: Logistic Regression, NB: Naive 
Bayes, SVM: Support Vector Machine

 Multilayer perceptions are often used for tasks 
such as recognizing patterns, interpolating, and 
classifying data. They are an improved type of the 
Perception neural network, which was developed 
in the early 1960s and has several limitations (24).

 Statistical Analysis
 The learning performance of different algorithms 
was evaluated using the traditional Receiver Operating 
Characteristic (ROC) curve and Area Under the 
Curve (AUC). Accuracy, sensitivity, specificity, 
positive predictive value, F1 score, and Youden J 
Index were calculated for each algorithm (Figure 
II). The F1 Score is used in statistical analysis to 
assess the balance between precision and recall in 
classification tasks, providing a single value that 
combines both measures and is particularly useful 
for evaluating the overall performance of machine 
learning models (25). The Youden J Index, employed 
in statistical analysis, quantifies the overall accuracy 
of a diagnostic or classification test by optimizing 
the trade-off between sensitivity and specificity, 
offering a single metric that encapsulates the 
model’s ability to correctly identify both positive 
and negative instances (26). “IBM SPSS Statistics for 
Windows, Version 27.0” program was used for the 
ROC (receiver operating characteristic) curve and 
AUC (Area under the ROC Curve). The main criterion 
for evaluating the effectiveness of a classification 



Olçar HA, Köksal AS, Altıntaş O, et. al. 

84

algorithm is the accuracy rate (27).

Figure I. Correct and Incorrect Images from the dataset, the 

iliac bone should be parallel to the skin, the Labrum should be 

visible, and the ossified end of the ilium should be seen in the 

acetabulum (6). Change in the drawing due to the iliac bone 

not being parallel to the skin, left is correct, right is incorrect. 

sample image.

 Results
 The average age of the babies in the study was 
40-45 days.  47% of the participants were girls and 
53% were boys. The distribution of hips studied was 
50% left hip and 50% right hip. Of the infants, 60 
were the first babies in the family and 40 were the 
next babies in the family. There were 45 caesarean 
sections and 55 normal births.

Figure II. The calculation formulas (TP: True Positive, TN: True 

Negative, FP: False Positive, FN: False Negative, PPV: Positive 

Predictive Value).

 Table I of the study displays the accuracy, sensitivity, 
specificity, positive predictive value, F1 score, and 
Youden J Index of the applied machine learning 
techniques. Examination of the results suggests that 
the most effective approach was the RF method, 
as evidenced by sensitivity, specificity, positive 

predictive value, F1 score, and Youden J Index of 
0.8762, 0.8945, 0.8561, 0.8725, 0.8834, and 0.7506, 
respectively. The ROC curves of different machine 
learning techniques are shown in Figure III. 

Figure III. ROC Curves of Machine Learning Techniques (RF: 

Random Forest, GB: Gradient Boosting, KNN: K-Nearest 

Neighbours, DT: Decision Tree, NB: Naive Bayes, MLP: Multilayer 

Perceptron, SVM: Support Vector Machine, LR: Logistic 

Regression)

 Table II presents a comparison of the training 
and test times, training and test memory usage, 
and training and test processor usage across the 
algorithms utilized in the study. Some of the algorithms 
recorded a resource usage of zero due to their 
minimal resource consumption. Notably, the RF 
algorithm demonstrated impressive performance 
while utilizing the least resources in test time (0), 
test memory usage (0.0078), and test processor 
usage (0). The test time and processor usage are 
displayed as zero because they are very close to 
zero. The system under study displays them as zero.

 Discussion
 Acquiring the appropriate image is crucial for 
automating an accurate diagnosis of DDH. This 
research employed machine learning algorithms to 
obtain accurate images from ultrasound recordings. 
A specially prepared dataset measuring 4156x11 was 
utilised in this study. Eight varied machine learning 
algorithms were tested, and the Random Forest 
algorithm presented the highest rate of achievement 
and productivity.
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 AI’s image detection capabilities have been 
reported in various fields, including the detection of 
lung CT nodules, automatic detection of COVID-19 
using chest X-ray images, and the identification of 
brain tumors and Alzheimer’s lesions through brain 
MRI scans (13). CNNs are purportedly benefit from 
diagnosing DDH by examining anteroposterior 
pelvic radiographs (28). Zhang and colleagues 
(28) have reported that a deep learning system 
was trained and optimized using 9081 radiographs. 
Subsequently, 1138 test radiographs were employed 
to compare diagnoses made by both the deep 
learning system and clinicians. The deep learning 
system’s diagnostic accuracy for identifying hip 
dislocations was determined by the area under 
the receiver operating characteristic curve (AUC), 
sensitivity and specificity, scoring 0.975, 276/289 
(95.5%) and 1978/1987 (99.5%), respectively.
 Park and colleagues (29) assessed a deep learning 
algorithm’s diagnostic accuracy in automatically 
detecting DDH using anteroposterior radiographs. 
The study included 5076 hip images from patients 
up to 12 months old with suspected DDH. The deep 
learning algorithm exhibited a sensitivity of 98.0%, 
specificity of 98.1%, positive predictive value of 84.5%, 
and negative predictive value of 99.8%. There was no 
significant disparity in DDH diagnosis between the 
algorithm and experienced paediatric radiologists. 
However, radiologists lacking in paediatric radiology 
experience had lower sensitivity, specificity, and 
positive predictive value when compared with 
the proposed model. Xu et al. carried out another 
x-ray imaging study to detect DDH, achieving a 
classification precision of 95% through the usage of 
1265 patient images. Mask RCNN was employed for 
detecting local features (30). Pham et al. created an 
automated measurement for migration percentage 
on pelvis radiographs with respect to hip dysplasia 
using CNN. Several deep learning algorithms were 
tested, and maximum accuracy of 94.5% was achieved 
(31).
 This study is based on ultrasound images and 
machine learning for automatic detection of DDH. 
Automatic detection studies for DDH, based on 
ultrasound images, are prevalent in the literature with 
numerous publications supporting the findings of this 
study. Hu et al. developed a multi-task framework 

that automated the evaluation of DDH through the 
use of Mask R-CNN. Their recommended approach 
yields 93% accuracy in identifying alpha angles below 
5 degrees (32). Liu et al. (33) proposed a feature 
attention network to improve the accuracy of angle 
measurement for neonatal femur segmentation 
using ultrasound. The network utilises 400 images 
obtained from a publicly available dataset, resulting 
in a reduction of doctors’ error rates from 6-10% to 
2%. Another related study by Chen et al. presented 
a deep learning-based computer-aided framework 
for diagnosing DDH. The framework automatically 
detects standard planes and measures angles 
for Graft type I and type II hips. They reported a 
classification accuracy of 94.71%. Additionally, they 
explored a standard plane scoring module to calculate 
the scoring formula and identify the most suitable 
ultrasound image, which is similar to the proposed 
study (14). 
 Huang et al. (34) constructed a network in 
accordance with the guidelines of the American 
College of Radiology (ACR) and the American 
Institute of Ultrasound in Medicine (AIUM). Their 
goal was to devise an innovative technique for the 
automatic measurement of ultrasound-based DDH 
using deep neural networks (DNN).
 Based on the findings presented in Table III, our 
study demonstrates that integrating the model 
into a real-time decision support system is easily 
achievable. The model demonstrated outstanding 
performance with the highest accuracy value of 
0.8762. The precision, recall, and F1-score metrics are 
consistent with this outcome, indicating the reliability 
of the model. Additionally, the confusion matrix in 
Figure I shows that the model has an accuracy rate 
of 89.45% in identifying false images. These results 
indicate that the likelihood of selecting an incorrect 
image is only 10.55%.
 Well-trained and accurate ultrasound images are 
crucial in all of these studies. If individuals lack the 
experience to precisely measure the angles of the 
images, the diagnosis of DDH may be compromised. 
The acquisition of reliable and precise images is 
essential for correctly diagnosing DDH (32, 34). Our 
goal is to mitigate the issues arising from inaccurate 
image acquisition and evaluation. We assume that 
it is possible to help less experienced people by 
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defining what is true and false of the image. This 
problem is our motivation to carry out this study 
using 3600 photographs taken from 100 subjects. In 
this study, 8 different machine learning algorithms 
were used to develop the correct image decision-
making support system.
 The study has limitations, notably a small sample 
size. Further research with a larger sample size is 
required to enable generalization of the results. 
Additionally, our study did not employ the Graf 
classification system, precluding knowledge of the 
sample types according to Graf. This is an important 
consideration for treatment decisions. Although the 
determination of measurement points is a matter 
of physician experience, in our study there were no 
reference points that could not be determined due 
to image quality and baby age. The effect of the 
ultrasound machine used, the image quality and the 
baby’s age on the clinician’s ultrasound scan can be 
evaluated in future studies.

 Conclusion
 Machine learning algorithms are capable of 
evaluating ultrasound images for the diagnosis of 
developmental dysplasia of the hip (DDH). Early-stage 
diagnostic accuracy can be enhanced through the 
identification of appropriate images by physicians. 
Furthermore, the integration of machine learning 
into ultrasound devices may reduce the occurrence 
of false evaluations in DDH diagnosis.
 Our study also offers valuable insights into 
diagnostic approaches by demonstrating the potential 
of artificial intelligence to differentiate between 
normal hip cases and DDH cases without the need 
for angle measurements in ultrasound images.
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