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Abstract 

Image segmentation method is extensively used in the fields of computer vision, 

machine learning, and artificial intelligence. The task of segmentation is to 

distinguish objects in images either by their boundaries or as entire objects from the 

entire image. Image segmentation methods are implemented as instance, semantic, 

and panoptic segmentation. In this article, the panoptic segmentation method, seen 

as an advanced stage of instance and semantic segmentation, has been applied to 

three datasets and compared with the instance segmentation method. Experimental 

results are presented visually. Numerical results have been analyzed with the 

Panoptic Quality (PQ) and Semantic Quality (SQ) metrics. It has been observed that 

the segmentation outcome was best for the CityScapes dataset for panoptic 

segmentation. 

 
 

 
1. Introduction 

 

Computer Vision [1] is a subfield of computer science 

that enables computers to see and recognize objects or 

entities similarly to humans. In other words, it 

possesses the ability to perceive and interpret objects. 

Image segmentation techniques are frequently 

utilized in image and video analysis. These 

segmentation techniques are applied in various fields 

such as earth sciences [2],[3], smart cities [4]-[6], and 

healthcare services [7]-[9], and their applications are 

becoming increasingly widespread. There are three 

main approaches commonly used in image 

segmentation: semantic segmentation, instance 

segmentation, and panoptic segmentation. 

Semantic segmentation is a computer vision 

task that divides an image into multiple segments 

corresponding to objects or areas of interest and 

assigns a class label to each pixel [10]. It is used in 

various fields, from self-driving cars to analyzing 
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medical imagery, this capability enables the 

comprehension of image contents down to each 

individual pixel [11]. It is typically implemented with 

deep learning models, such as Convolutional Neural 

Networks (CNN) [12], and requires a large labeled 

dataset for training. Popular architectures include 

Fully Convolutional Networks [13], U-Net [14], and 

DeepLab [15], [16]. 

Instance Segmentation is a complex image 

segmentation task aimed at accurately identifying and 

delineating different objects within an image, making 

a distinction between multiple instances of the same 

object class. Unlike semantic segmentation, which 

groups pixels into categories, it enables the detailed 

pixel-level understanding of each distinct object 

instance. This means that each object instance is not 

only classified but also precisely outlined. Due to the 

necessity of distinguishing between overlapping or 

closely located objects of the same class, instance 

segmentation is often considered a more challenging 
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task than semantic segmentation. It finds applications 

in various fields such as autonomous driving, 

robotics, medical imaging, and object detection in 

complex scenes. Notable instance segmentation 

models include Mask R-CNN, Panoptic FPN, and 

YOLACT [17]-[19].  

Panoptic Segmentation is an image 

segmentation task aimed at comprehensively 

understanding the image by assigning a category label 

to each pixel and facilitating the distinction between 

individual instances of objects. This task merges the 

benefits of semantic and instance segmentation, 

identifying the semantic category of every pixel in the 

image while also distinguishing between different 

instances of objects [20]. In panoptic segmentation, it 

is determined to which semantic category each pixel 

belongs. Objects belonging to the "object" category, 

such as people or cars, are identified individually, 

while areas belonging to non-object categories, such 

as the sky or road, are semantically labeled without 

specifying individual instances [20]. The goal of this 

task is to understand the entire scene and provide 

information at both the object and category levels. 

Panoptic segmentation is utilized in various fields 

including autonomous driving, robotics, scene 

understanding, and image editing [21]. 

Panoptic Segmentation models typically 

utilize a combination of CNNs [22] and specialized 

architectures that concurrently perform both Semantic 

Segmentation and Instance Segmentation tasks [23]. 

Leading Panoptic Segmentation frameworks include 

Panoptic FPN, UPSNet, and SOLO [24]. 

Many of the suggested panoptic segmentation 

techniques are applied to RGB images. For instance, 

in the study [25], A panoptic segmentation model 

called Panoptic-Fusion is introduced, serving as an 

online volumetric semantic mapping system designed 

to identify the class labels of background areas (items) 

and the individual segments of desired objects 

(things). For incoming RGB frames, it first predicts 

pixel-wise panoptic labels by combining traditional 

semantic and instance segmentation outputs. 

Similarly, in the study [26], Faraz et al. aimed to 

enhance the ability of networks to determine depth on 

a pixel-by-pixel basis from single RGB input images.. 

Various additional panoptic techniques have also 

been developed for the segmentation of RGB 

images[27]-[31]. For image segmentation using a 

panoptic approach, numerous frameworks have been 

initially suggested that employ both instance and 

semantic segmentation, subsequently merging the 

outcomes of each segment to produce the final 

panoptic segmentation results. To achieve this, 

Kirillov et al. [27] conduct instance and semantic 

segmentation independently before combining them. 

Due to some limitations of instance 

segmentation, a panoptic architecture like Cell R-

CNN has been proposed. In this case, the encoder part 

of the instance segmentation model is often used in 

learning global semantic features, in conjunction with 

a jointly trained semantic segmentation model [32]. 

Many other panoptic segmentation tools developed 

for segmenting medical images are widely used. For 

example, areas where these tools are frequently 

utilized include pathology image analysis [33], 

detection of prostate cancer [34], and segmentation of 

teeth in panoramic X-ray images [35]. 

The study [36] encompasses labeled LiDAR 

scans in various environments and car scenes. In [37], 

two fundamental approaches are employed for 

panoptic segmentation, combining semantic 

segmentation and 3D object detectors. Similarly, in 

[38], "The PointPillars object detection system is 

employed to determine bounding boxes and classify 

each object, while instance segmentation is executed 

for each category. The two principal networks 

undergo separate training and testing before their 

outcomes are merged in the final phase to achieve 

panoptic segmentation. An undisclosed test set is then 

utilized for the online assessment of LiDAR-driven 

panoptic segmentation. 

In this article, the Mask R-CNN [17] method 

is used for instance segmentation. Mask R-CNN 

(Mask Region-Based Convolutional Neural 

Networks) is primarily based on Faster R-CNN, but it 

adds a segmentation mask for each detected object. It 

consists of three main components: a region proposal 

network (RPN), classification and bounding box 

regression, and segmentation mask prediction. 

Panoptic segmentation, on the other hand, uses the 

Panoptic-DeepLabmethod, which is based on the 

DeepLabv3+ model. It combines semantic 

segmentation and instance segmentation. 

In this article, we focus on panoptic 

segmentation among image segmentation techniques 

(instance, semantic and panoptic segmentation), 

which are capable of distinguishing both the object 

and its boundaries within the image. The results of 

panoptic segmentation are visually compared and 

interpreted with those of instance segmentation. For 

image analyses, datasets such as COCO [39], 

CityScape [40], and an Industrial dataset have been 

utilized. Metric analysis employed includes Panoptic 

Quality (PQ) [27] and Semantic Quality (SQ) [27], 

which are used in panoptic segmentation methods. 

The results have been presented both in tabular and 

visual form. 

The rest of the article is organized as follows. 

Section 2 covers the Materials and Methods. This 

section discusses the datasets used, the segmentation 
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methods employed, and the implementation settings. 

Section 3 contains the experimental results and 

discussion. The final section includes the conclusions 

of the article. 

 

2. Material and Method 

 

In this study, computer vision and image 

segmentation methods will be examined, with a focus 

on the most common image segmentation algorithms, 

particularly emphasizing the panoptic segmentation 

method. The processing of RGB images outputs as 

data types in panoptic segmentation will be explained. 

Results will be evaluated by processing three popular 

datasets with the panoptic segmentation algorithm. 

 

2.1. Datasets 

 

 
Figure 1. Examples from the COCO, CityScapes, and 

Industrial datasets (1st Column: original images; 2nd 

Column: panoptic segmentation masks) 

 

The datasets used for the panoptic segmentation task 

include the COCO dataset, the CityScapes dataset, 

and an Industrial dataset created in the structure of the 

COCO dataset with images captured in industrial 

settings. 

The COCO dataset [39] is a large-scale data 

set for object detection, where objects are labeled 

according to their types. Based on this dataset, objects 

are categorized by type, and each category is assigned 

a color code. Accordingly, objects in the image are 

detected, and their category is determined based on 

the label. The primary uses of the COCO dataset 

include object detection, human detection in security 

systems, and background removal in object detection, 

among many others. Being an extensive dataset, it 

contains images of all kinds. Our preference, 

however, is for dense images where objects are more 

intertwined. 

The CityScapes dataset [40] is another large-

scale dataset created for the detection and labeling of 

objects. Again, objects are categorized, and these 

categories are assigned color codes. This dataset 

consists of images taken in various cities at different 

times of the year, in different seasons, and at different 

times of the day. Our preferred images are those from 

different cities that contain denser objects. 

The Industrial dataset is organized following 

the logic of the COCO dataset, encompassing 

sequential images of environments populated with 

industrial objects. The objectives for utilizing the 

COCO dataset are similarly relevant here. The images 

selected for our study are prioritized for their clarity, 

as consecutive shots might compromise image 

quality, and those that feature a higher density of 

objects. Figure 1 in the manuscript showcases actual 

images alongside their corresponding panoptic masks 

for all discussed datasets. 

2.2. Methods 

 

In this section, panoptic segmentation and instance 

segmentation are discussed in detail. 

 

2.2.1. Panoptic segmentation 

 

Panoptic segmentation is a machine learning 

method developed to understand and interpret images 

comprehensively. Beyond simple image 

segmentation, it determines which object each pixel 

belongs to, enabling a holistic understanding of 

objects and scenes. This method aims to classify and 

segment all objects in images both individually 

(instance segmentation) and as part of the background 

(semantic segmentation), determining not only to 

which object each pixel belongs but also what that 

object is. By merging object detection and semantic 

segmentation, this approach allows for richer and 

more detailed image analyses. Figure 2 presents 

various network structures used in the creation of 

panoptic segmentation. 

In panoptic segmentation, there are two 

categories: items and objects. Items refers to 

innumerable areas such as the sky, sidewalks, and 

floors, while objects encompass all countable entities, 

including trees, cars and peoples. Items and objects 

are differentiated in the panoptic approach by 

assigning them distinct colors, which distinguishes 

them from one another, unlike object segmentation 

and semantic approaches where overlap between 

objects of the same type might occur. Panoptic 

segmentation provides a comprehensive view by 

recognizing each object and background separately, 

encompassing all these components. This method 

identifies and classifies each object individually while 
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also considering the relationship of these objects with 

the background. By enabling a detailed understanding 

of objects and areas in images, it allows for more 

complex image analysis and interpretations. 

Moreover, panoptic segmentation enables effective 

visualization of diverse components within a scene 

and can be described as a comprehensive approach 

that encompasses detection, localization, and 

classification of different scene elements. This 

outcome contributes to a clear and functional 

understanding of the scene. 

 

 

 

 
Figure 2. Network architectures for panoptic segmentation methods (a) Sharing image (b) Explicit coonection (c) One-

shot Model (d) Cascade model 

 

 

 

Panoptic segmentation, while merging 

instance and semantic segmentation, primarily uses 

architectures based on convolutional neural networks 

(CNN) [41]. This combination is shown in Equation 

1. 

 

𝑃(𝑥) = 𝐶𝑜𝑚𝑏𝑖𝑛𝑒(𝑆(𝑥), 𝐼(𝑥)) (1) 

 

Here, 𝑃(𝑥) represents the panoptic 

segmentation output, 𝑆(𝑥) represents the semantic 

segmentation output, and 𝐼(𝑥) represents the instance 

segmentation output. Panoptic segmentation 

combines these two segmentations to produce the 

final output. 

These networks are designed to perform both 

object detection and pixel-based segmentation tasks. 

In the first phase, the classes and locations of objects 

are detected. In the second phase, semantic 

segmentation is applied to classify each pixel. During 

model training, special loss functions are usually used 

for both object detection and semantic segmentation. 

Model parameters are optimized using stochastic 

gradient descent (SGD) or similar algorithms. 

Panoptic segmentation has a wide range of 

applications, such as detailed identification and 

understanding of vehicles, pedestrians, and other 

significant elements on roads. By identifying 

structures, roads, and other urban elements in cities, it 

provides valuable insights for urban planning and 

management processes. In distinguishing diseased 

tissues from normal ones, it contributes to diagnosis 

and treatment processes by enabling more detailed 

analysis of medical images. It is used in identifying 

and analyzing natural elements like vegetation and 

water resources, as well as man-made structures in 

satellite imagery. 

 

2.1.2. Instance Segmentation 

Instance segmentation is an advanced image 

analysis method developed through the combination 

of deep learning and computer vision techniques. It 

identifies the boundaries of each object in images at 

the pixel level, while also classifying objects into 

different categories. This method allows for detailed 

analysis on images by identifying each object 

individually and delineating their boundaries. This 

type of segmentation plays a crucial role in 

understanding the count, locations, shapes, and sizes 

of objects. In short, instance segmentation enables the 

determination of what the objects are (their class) and 

where they are (their location and shape at the pixel 

level). 
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Each pixel in the image is classified as 

belonging to a specific object. Even if they belong to 

the same class, different objects are identified 

separately, and a unique mask is generated for each. 

This method can precisely define the boundaries and 

shapes of objects, allowing even the subtle 

differences between them to be detected. Training the 

model requires a rich dataset labeled with the classes 

of objects and pixel-wise masks for each object. 

Figure 3 features a block diagram of a one-

stage instance segmentation process. It illustrates how 

an image can yield masks, classes, and bounding 

boxes outputs through instance segmentation. 

Instance segmentation fundamentally 

employs CNN-based architectures. Architectures 

such as Mask R-CNN, YOLO, and Faster R-CNN are 

popular choices for instance segmentation. Among 

the architectures commonly used for object 

segmentation are Mask R-CNN [42], R-CNN [43, 

44], Path Aggregation Network (PANet) [45], and 

YOLACT [46,47]. Mask R-CNN [42] is a method 

specifically developed for instance segmentation. It is 

based on Faster R-CNN and provides both 

classification and pixel-level mask output for each 

object. Different loss functions are used for object 

classification, localization (bounding box), and mask 

generation. To maximize the model's performance, 

optimization algorithms like Stochastic Gradient 

Descent (SGD) or similar are preferred. This method 

offers valuable insights in various application areas, 

especially where the subtle differences between          

objects are significant. Instance segmentation is 

gaining increasing interest thanks to advancements in 

machine learning and artificial intelligence 

technologies, becoming a valuable tool across various 

industries.  

2.3. Image Quality Metrics for Panoptic and 

Instance Segmentations 

Panoptic segmentation merges object-based 

segmentation tasks (e.g., pedestrian, car) with scene 

segmentation tasks (e.g., road, sky). In this context, 

Panoptic Quality (PQ) [27] and Segmentation Quality 

(SQ) [27] are the most commonly used metrics. 

Panoptic Quality (PQ) [27] evaluates both 

classification accuracy and segmentation quality 

simultaneously. PQ measures the agreement between 

predicted and true segments for each object, offering 

a single metric that combines both classification and 

segmentation performance. The formula for PQ is 

given in Equation 2. Segmentation Quality (SQ) [27] 

assesses only the accuracy of the segmentation, 

measuring how well the shapes and contours of the 

predicted segments match the true segments. SQ is 

typically calculated using the Intersection over Union 

(IoU) metric and is        expressed as the average IoU 

for individual segments. The formula for SQ is given 

in Equation 3. 

 

 

Figure 3: One-Stage instance segmentation process 

 

PQ and SQ metrics are crucial for evaluating 

panoptic segmentation models. PQ comprehensively 

assesses a model's ability to correctly classify objects 

and accurately segment them, while SQ focuses on 

the quality of the segmentation. Understanding and 

utilizing these metrics play a significant role in the 

development and evaluation of panoptic segmentation 

models, leading to advancements in various 

application areas such as object recognition and scene 

understanding. 

 

𝑃𝑄 =
∑ 𝐼𝑜𝑈(𝑝, 𝑔)(𝑝,𝑔)∈𝑇𝑃

|𝑇𝑃| + 1/2|𝐹𝑃| + 1/2|𝐹𝑁|
 (2) 
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𝑆𝑄 =
1

|𝑇𝑃|
∑ 𝐼𝑜𝑈(𝑝, 𝑔)

(𝑝,𝑔)∈𝑇𝑃
 (3) 

 

 

For the 𝑃𝑄 equation; 𝑇𝑃 (True Positive) 

represents the number of correctly matched segment 

pairs, 𝐹𝑃 (False Positive) indicates the number of 

false positive predictions, and 𝐹𝑁 (False Negative) 

signifies the number of false negative predictions. 

𝐼𝑜𝑈(𝑝, 𝑔) (Intersection over Union) expresses the 

ratio of the intersection to the union between the 

predicted segment 𝑝 and the true segment 𝑔. For the 

SQ equation, 𝑇𝑃 again represents the correctly 

matched segment pairs, and 𝐼𝑜𝑈(𝑝, 𝑔) measures the 

ratio of the intersection to the union between the 

predicted and true segments. 

Panoptic Quality (PQ) has been proposed for 

panoptic segmentation, but it is also used in instance 

segmentation. This metric measures both 

segmentation accuracy and detection accuracy. 

Segmentation Quality (SQ), on the other hand, 

measures the quality of segmentation masks. They are 

used as comparison metrics in instance segmentation 

methods. 

 

 

     

3. Results and Discussion 

 

This article aims to understand and interpret the 

results of instance segmentation and panoptic 

segmentation. Analyses were conducted on the 

COCO, CityScapes, and industrial datasets, with 

results presented visually. The analyses were based 

on the PQ and SQ metrics used for segmentation, 

from which conclusions were drawn and interpreted. 

The figures show how the real images appear 

after instance segmentation and depict the boundaries 

of objects in images resulting from panoptic 

segmentation. Figure 4 presents the visual results of 

instance segmentation and panoptic segmentation for 

the COCO dataset. 

Upon examining Figure 4, it's observed 

that instance segmentation focuses on objects, 

with the background not being given much 

importance. Objects are categorized into specific 

groups and labeled accordingly. In contrast, when 

looking at the panoptic segmentation results, both 

objects and the background are distinctly separated, 

with object labels being more clearly defined. 

Figure 5 presents the visual outcomes of 

instance and panoptic segmentation for the 

CityScapes dataset. 

 

 

 

 

 

Figure 4. Instance segmentation and panoptic segmentation results for the COCO dataset 

 

When examining the instance segmentation 

results in Figure 5, it's noted that the objects are 

smaller and overlaid, with only the objects themselves 

being displayed. However, the types of objects are not 

clearly discernible. In the results of the panoptic 

segmentation, the entire environment appears to be 

color-coded with labels, illustrating a comprehensive 

labeling of both objects and the background. 

Figure 6 features the visual outcomes of 

instance segmentation and panoptic segmentation for 

the Industrial dataset. 
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Figure 5. Instance segmentation and panoptic segmentation results for the CityScapes dataset 

 

 

Figure 6. Instance segmentation and panoptic segmentation results for the Industrial dataset 

 

In the real images depicted in Figure 6, due to 

the labels of objects not being distinctly clear, the 

outcome of instance segmentation shows that objects 

in the image are perceived similarly to the background 

and are not prominently displayed. However, in the 

results of panoptic segmentation, objects are 

displayed more distinctly. 

Table 1 provides the metric results of PQ and 

SQ according to the datasets. 
 

 

Table 1. PQ and SQ metric results for datasets used in 

panoptic segmentation 

Datasets PQ  SQ 

COCO [39] 67.4 68.3 

CityScapes [40] 69.7 84.2 

Industrial  67.3 68.2 

 

 

In Table 1, the PQ metric measures the 

quality of panoptic segmentation. It accounts for both 

correctly and incorrectly measured pixels, 

functioning by considering their ratio. The closer the 

ratio is to one hundred percent, the more accurate the 

results are. SQ, on the other hand, measures the 

quality of segmentation. Similarly, the closer the ratio 

is to one hundred percent, the more accurate the 

segmentation is deemed to be.  

In the measurement of the PQ metric, a value 

of 69.7 and in the SQ metric, a value of 84.2 were 

observed, indicating that the Cityscape dataset 

showed the best performance for panoptic 

segmentation. The reason for the good results of the 

Cityscape dataset in panoptic segmentation is its 

ability to clearly distinguish objects and the 

background compared to other datasets. For example, 

when examining the panoptic segmentation visual 
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results of the COCO dataset, it is understood that 

objects are not fully distinguished. It can be observed 

that there might be confusion in distinguishing 

between a horse and a human. In tabular results, 

considering these reasons, the COCO dataset was 

observed to be less successful than the Cityscape 

dataset. The industrial dataset showed similar results 

to the COCO dataset. 

Upon examining the values in the table, we 

observe that the CityScapes dataset provides better 

results in terms of ratios compared to the other 

datasets. 

Table 2 provides the metric results of PQ and 

SQ according to the datasets for instance 

segmentation. 

 

Table 2. PQ and SQ metric results for datasets used in 

instance segmentation 

Datasets PQ  SQ 

COCO [39] 0.0009 0.1764 

CityScapes [40] 0.0002 0.0317 

Industrial  0.0008 0.0476 

 

Table 2 presents the instance segmentation 

results according to the PQ and SQ metrics. With a 

value of 0.0009 for PQ and 0.1764 for SQ, the COCO 

dataset has shown better results. Since instance 

segmentation is a technique that individually 

identifies and masks each object instance in an image, 

the COCO dataset has been observed to be more 

successful in instance segmentation compared to 

other datasets. 

In essence, the article illustrates the distinct 

outcomes of instance and panoptic segmentation 

processes on various datasets, using PQ and SQ 

metrics to evaluate the effectiveness of these 

segmentation methods. The visual presentation of 

segmentation results allows for a direct comparison 

between the original images and their segmented 

counterparts, highlighting the precision and 

capabilities of both instance and panoptic 

segmentation techniques in delineating object 

boundaries and classifying scene elements. This 

comparative analysis provides valuable insights into 

the strengths and limitations of each segmentation 

approach, contributing to the ongoing development 

and refinement of computer vision and image analysis 

technologies. 

 

4. Conclusion and Suggestions 

 

In conclusion, the analysis delineates a clear 

advantage of panoptic segmentation over instance 

segmentation in achieving higher precision and 

distinctiveness in object delineation and scene 

element classification. The deployment of PQ and SQ 

metrics furnishes a comprehensive method for 

evaluating the segmentation quality, where the 

CityScapes dataset emerges as a benchmark for 

superior segmentation performance. This distinction 

underscores the capability of panoptic segmentation 

to more accurately discern and categorize objects 

from the background, enhancing the overall clarity 

and effectiveness of image analysis. The juxtaposition 

of visual results from instance and panoptic 

segmentation not only underscores the enhanced 

accuracy and detail provided by panoptic 

segmentation but also illustrates its critical role in 

advancing computer vision technologies. Panoptic 

segmentation has been observed to work in 

conjunction with the ability to understand 

relationships between objects. This is an important 

feature for understanding how objects interact 

together, such as how a car progresses on a road or 

how a person holds an object. Instance segmentation 

has been observed to be able to identify and classify 

each object separately in images, ensuring that 

different objects are fully separated from each other. 

When compared, it is observed that instance 

segmentation exhibits a deficiency in distinguishing 

between objects compared to panoptic segmentation. 

Through meticulous comparison and evaluation, this 

study contributes significantly to our understanding 

of segmentation technologies, offering insights that 

propel the field towards more nuanced and effective 

image analysis methods. The findings advocate for 

further exploration and refinement of panoptic 

segmentation, promising improvements in various 

applications from autonomous driving to urban 

planning and beyond, thus marking a pivotal step in 

the evolution of image analysis and computer vision 

capabilities. 
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