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Abstract

Generalized linear models applications have become very popular in recent years. However,
if there is a high degree of relationship between the independent variables, the problem
of multicollinearity arises in these models. In this paper, we introduce a new Jackknifed
two-parameter estimator and a new modified Jackknifed two-parameter estimator in the
case of Poisson, negative binomial and gamma distributed response variables in generalized
linear models. We examine bias vectors, covariance matrices, and matrix mean squared
error of the Jackknifed ridge estimator, modified Jackknifed ridge estimator, Jackknifed
Liu estimator, modified Jackknifed Liu estimator, Jackknifed Liu-type estimator and mod-
ified Jackknifed Liu-type estimator given in the literature. According to bias vectors and
covariance matrices, the superiority of the Jackknifed two-parameter estimator has been
demonstrated theoretically. The generalization of some estimation methods for ridge and
Liu parameters in generalized linear models is provided. Also, the superiority of the Jack-
knifed two-parameter estimator and the modified Jackknifed two-parameter estimator are
assessed by the simulated mean squared error via Monte-Carlo simulation study where
the response follows a Poisson, negative binomial, and gamma distribution with the log
link function. Finally, we consider real data applications. The proposed estimators are
compared and interpreted.
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1. Introduction

Let consider the general linear regression (LR) model,
y=XpB+e, (1.1)

where y is an n X 1 vector of responses, X is an n X p matrix of the explanatory variables,
[ is a p x 1 vector of unknown regression coefficients and e is an n x 1 vector of error
terms with

E(e) = 0,Cov(e) = 0°I,,.
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The ordinary least squares (OLS) estimator is often used to estimate regression coeffi-
cients

f=XTX)"'XTy. (1.2)

Multicollinearity, linear or near linear dependency among the explanatory variables, in
the regression model is an important problem in applications. If multicollinearity exists,
then small relative changes in the matrix X " X will produce large relative changes in the
matrix (X " X)7!. Thus, the OLS estimator results in a large variance, and it will not
be a precise estimator. Alternative estimators designed to combat multicollinearity yield
biased estimators. The most popular estimator for combating multicollinearity is the ridge
estimator (RE), originally proposed by [23], the Liu estimator (LE) proposed by [27], the
Liu-type estimator (LTE) proposed by [31], the two-parameter estimator (TPE) proposed
by [46], which has become more popular recently.

The authors then came across the question as to whether it is possible to find an
estimator with a smaller bias. Quenouille [45] and Tukey [53] introduced the application
of the Jackknife procedure to a biased estimator to reduce bias. The Jackknife procedure
provides an estimator that has not only small bias but also all the desirable large sample
properties. The use of the Jackknife procedure to reduce the bias of the RE and the
properties of the Jackknifed ridge estimator (JRE) were studied by [20,26,40,43,44,51,
52]. Hinkley [22] stated that with few exceptions, the Jackknife had been applied to
balanced models. Then he proposed the weighted Jackknife procedure for unbalanced
models. An excellent review is given by [35]. Miller [36] gives the first detailed account
of Jackknifing LR model estimates show that the Jackknife produces consistent results
in large samples. Kadiyala [26] proposed a class of almost unbiased estimators which
include a bias-corrected RE as a special case. But, unfortunately, his estimator is not
operational, since the bias-corrected term includes unknown parameters. Then, Ohtani
[44] replaced the unknown parameters with their REs. Batah et al. [12] proposed a new
estimator, namely the modified Jackknifed ridge estimator (MJRE), which combines the
ideas underlying both the RE and JRE. Ozkale [47] proposed JRE in the presence of a LR
model with heteroscedastic and/or correlated error. Erdugan and Akdeniz [18] introduced
a new estimator for the JRE parameter, which efficiently combines a graphical analysis
and an analytical method borrowed from the generalized maximum entropy estimator
from [19]. Khurana et al. [29] proposed different estimators to reduce LTE bias, one using
the Jackknife technique and the other using the technique proposed in [26]. They also
investigated the Bootstrap method of bias correction on the LTE as well. Moreover, we
refer to the following papers in which the authors discuss the performance of Jackknife
estimators in different types of generalized linear model (GLM): [2-4,8, 11,24, 32,41, 42,
54,55].

In addition, Algamal et al. [6] proposed a Jackknifed variant of the ridge estimator
to reduce biasedness for the Bell regression model. Rasheed et al. [48] have developed
the Jackknife approach and its modified version is proposed to model count data with
the Conway-Maxwell Poisson regression model. Both of these two estimators have been
suggested to reduce the effects of multicollinearity and the biasedness by using the LTE.
Similarly, Algamal et al. [7] suggested the JRE and the modified version of the JRE for the
Conway-Maxwell Poisson regression model. Seifollahi et al. [50] introduced the Jackknifed
Liu-type estimator (JLTE) and its modified version in the Beta regression model, which
demonstrate improved bias reduction compared to the original LTE. Similarly, Abduljab-
bar and Algamal [1] proposed a Jackknifed version of the Kibria and Lukman estimator
in the Bell regression model, which combines the Jackknife process with the Kibria and
Lukman estimator to reduce biasedness. Like this, Hamad and Algamal [21] proposed a
Jackknifed version of the Kibria and Lukman estimator in the inverse Gaussian regres-
sion model that combines the Jackknife procedure with the Kibria and Lukman estimator
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to reduce the biasedness. Algamal et al. [5] developed the Jackknife beta ridge and
the modified Jackknife beta ridge estimator to estimate the regression coefficient when
multicollinearity exists efficiently.

It is well known that the performance of estimators can be negatively affected by mul-
ticollinearity. The presence of multicollinearity has serious effects on the regression coeffi-
cients. As in LR, in GLM, interrelationships cause difficulty in interpreting the estimated
regression coefficients. It is observed that the jackknifing procedure has not been applied
to TPE in GLMs so far. Therefore, the aim of this article is to propose the Jackknifed
two-parameter estimator (JTPE) and modified Jackknifed Liu-type estimator (MJTPE)
of the Poisson, negative binomial, and gamma distributed response variable to reduce
bias and overcome the multicollinearity problem and to discuss its theoretical properties
along with designing Monte Carlo simulations to compare the performance of the new
estimator with the existing ones numerically. In this case, the recommended estimator
has performed well in both reducing MSE and producing less bias. The advantages of
these alternative estimators are that they reduce the effect of linearity and improve the
precision and accuracy of the estimated independent variables.

The remainder of the paper is organized as follows: Section 2 describes the Jackknifed
estimators in the LR and GLM. In addition, we give details of the JTPE and MJTPE
obtained for GLMs. Theoretical properties of the listed estimators are derived, and some
theorems are proved to compare these estimators in Section 3. We suggest "ggplots" to
choose the best parameters k and d in Section 4. A Monte Carlo simulation is designed to
compare the performances of the estimators using different simulated data sets having the
collinearity problem in Section 5. Real data applications are considered to illustrate the
methods discussed in this paper in Section 6 using the different data sets regarding the
Poisson, negative binomial and gamma distributions. Finally, some conclusive remarks
are presented in Section 7.

2. Methodology

This section describes the RE, LE and LTE for the LR, the Poisson regression (PR),
negative binomial regression (NBR) and gamma regression (GR) models.

2.1. The linear regression estimators

Firstly, we transform the models (1.1) with (1.2) into the following model (2.1) with
(2.2). Consider the LR given in model (1.1), let @ = (¢1,¢2,,qp) be prp matrix whose
columns are normalized eigen vectors of XX and A = diag(\1, As, ..;Ap), such that
XTX =Q"Q. The LR model in Equation (1.1) can be written as

Yy =2y +u, (2.1)

where Z = XQ ve v = QT 3. The OLS estimators of 3 and v in Equations (1.1) and (2.1)
are given by, respectively
JoLs = A1 Z 1y, (2.2)

BoLs = Qors- (2.3)

Note that, due to the relation v = QT 3, any estimator of 4 has a corresponding BA = Q.
Hence, it is sufficient to consider only the canonical form. The RE is proposed by [23] as

AR = (A +EDT1ZTy = A1 2Ty = A7 A\ jors = (I — kA H)A0Ls,

where k£ > 0 is the ridge parameter and A = (A + kI). Here, it is indicated that the
Jackknifed procedure is applied on a transformed set of regressors.

Recently, Khurana et al. [29] showed that transformation is not required and that it
is easy to obtain the estimator for the original regression parameter explicitly. As they
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stated that the MJRE was introduced for the transformed parameter, use the transformed
model in Equation (2.1).
Singh et al. [51] proposed the JRE as

Ame = (I + kA YAre = (I — K*A"*)40Ls,

and found that the bias of the Jackknifed procedure of 4jgg has smaller than the bias of
Are. Then, Jadhav and Kashid [25] obtained the MMSE of the JRE as

MMSE(45ri) = Var(3ue) + Bias(3ure) (Bias(fire))
=?(I — KA )A YT - KA ) + kA 2y T A2
The MJRE is proposed by [12] as
e = (I = k*A7?)4ge
= (I - K*A7*)(I = kA" )jors.
The MMSE of the MJRE is given by
MMSE(Amirg) = 02(I—k?A"2)(I—kA DAY T —kA™ DI —k2 A2+ k2w, A" vy T A,

where w, = (I + kA~ — k2A72).
The LE proposed by [27], which Jackknifed procedure is applied on a transformed set
of regressors is defined as

e = (I — (1 = d)B™"ors,
where 0 < d < 1 shrinkage parameter and B = (A + I).
Akdeniz Duran and Akdeniz [2] proposed the Jackknifed Liu estimator (JLE) as

Ase = (I = (1 = d)*B~?)joLs.
Then, they obtained the MMSE of the JLE as
MMSE(yLg) = 02(I — (1 —d)?B H)A Y I - (1 —d)?’B™3) + (1 —d)*B~2yy"B~2.
The modified Jackknifed Liu estimator (MJLE) are proposed by [2] as
AvaLe = (I — (1 = d)?*B~)(I — (1 — d)B "4oLs.

The MMSE of the MJLE is given by
MMSE(dmyie) =0°(I — (1 = d)?B™?)(I = (1 =d)B"H)A™!

x(I —(1—=d)B ™) — (1 —d)*?B™%) + (1 — d)*>w;B 'y~ B~ y,

where w; = (I + (1 —d)B~! — (1 — d)?B~2).

The transformation set of regressors for Jackknifed procedure which LTE proposed by
[31] is defined as follows
e = (I — (k+d)A™ 4oL,
where —oo < d < oo and k > 0.
Alkhateeb and Algamal [8] proposed JLTE and the MMSE of the JLTE as follows
respectively

Yyure = (I — (k+ d)*A7*)joLs,
MMSE(§yurE) = 02(I — (k +d)?2AH)A YT — (k+d)?A™2) + (k+ d)* A2y T A72
Then, they are proposed the modified Jackknifed Liu-type estimator (MJLTE) as
Avrre = (I — (k+d)?A™)(I — (k + d) A" HAoLs.
The MMSE of the MJLTE is given by
MMSE(Amsrte) =0*(I — (k + d)?A™*) (1 — (k+d)A"HA™!
X(I = (k+d)A)(I = (k+d)*A7%) + (k + d)*wp A yy T A
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where wy; = (I + (k+ d)A™! — (k + d)2A72).

2.2. The generalized linear model estimator and the MSE properties of
the estimators

In this section, bias vectors, covariance matrices, and MMSEs of the listed estimators
are derived. Before starting to derive these functions, following [2,8,54,55], the canonical
form of the model and the estimators are obtained. For this purpose, consider the trans-
formation GT X TWXG = Z"WZ = Ay and Z = XG where Ayp, = diag(Ar, A2, .., Ap)
such that G is a pxp dimensional orthogonal matrix whose columns are the normalized
eigenvectors corresponding to the ordered eigenvalues A\; > Ao > ... > A\, > 0 of the matrix

XTWX. The GLMs of BML can be written as

Bur = (X TWX)T XTI,
where 2 is a vector of adjusted response such that 2 = n;+(y—pu)/p where p = exp(XBML),
n = X By and W, diag(u;) for PR, diag(; /(1+apu;)) for NBR, diag[(u;)?] for GR models.
The maximum likelihood estimator (MLE) of /3 is asymptotically normally distributed with
a covariance matrix . A

COV(Byr) = (XTWX)™L (2.4)
Thus, the vector of coefficients of the Jackknifed models can be expressed as dyg =
G Brrr. Therefore, we handle the canonical forms of JRE, MJRE, JLE, MJLE, JLTE
and MJLTE.

The JRE and the MJRE proposed by [54,55] in the PR and NBR as

QJRE = (I + kC_l)@RE = (I — kQC_Q)@ML,
where C' = (Aup, +kI) = (ZTWZ+kI) and k > 0. This estimator, as an almost unbiased
ridge estimator, was addressed in the GR by [10] and in the NBR by [39].
Moreover, the MJRE proposed by [54,55] in the PR and NBR as
QMIRE = (I — k‘2072)(1 — kcfl)@ML.
Akdeniz Duran and Akdeniz [2] proposed the JLE and the MJLE as follows respectively
Qg = (AML + I)_I(ZTW§ + d@ML) = (I — (1 — d)QD_Q)dML,
dvgre = (I — (1= d)>’D?) (I — (1 —d)D™")éw,
where D = (App, +7) and 0 < d < 1.
The JLTE in the PR proposed by [8] as follows:
QJITE = (I + (k + d)Cil)@LTE = (I — (k + d)2072)dML,
where £k > 0and 0 <d < 1.
From here, we obtain the MJLTE as
ayurre = (I — (k+d)*C~*)(I = (k +d)C ) ar,
where £k > 0and 0 < d < 1.

In order to obtain the MMSE functions of the estimators, both the bias vectors and the
covariance matrices of the estimators are needed. It is known that Gy, is asymptotically
unbiased and its covariance is obtained by Equation (2.4) as COV(Barz) = Ayj,. Note
that the matrix A]T/[lL is positive definite, since all eigenvalues are assumed to be positive.
Now, for GLMs the bias vectors and the covariance matrices of estimators are obtained

bias(&jrg) = —k2072a,
COV(arg) = ¢(I — kK2C™2) A4/ (I — K*C™2),
bias(dMJRE) = —kC’_lea,

COV(éngrg) = ¢(2I — Ry)RiALL [(2] — Ry)R3T,
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where wg = (I + kO~ —k>C~2), Ry =1 —kC 'l and ¢ = (n —p)~! f i — )%/ i
bias(ayrp) = —(1 — d)*D2a,
COV(ayLe) = ¢(I — (1 = d)?D™?)Ay; (I — (1 = d)’D7?),
bias(éyLe) = —(1 — d)D twra,
COV(ange) = ¢(21 — Fy) FiA /L [(2T — Fy)Fy)T,
where wy, = (I + (1 —d)D™' — (1 —-d)?D %) and F;=1— (1 -d)D~L.
bias(dyire) = —(k + d)*C~2a,
COV(agrrr) = ¢(I — (k +d)*C*) Ay (I — (k+d)*C™?),
bias(amyrTe) = —(k + d)C wrLTQ,
COV (amrrr) = (21 — Ha) HiA L [(21 — Hy)H)',

where wrr = (I + (k+d)C™' — (k+d)?2C~2) and Hy = I — (k +d)C~L.
MMSE of the MLE is given as

MMSE (dr) = o7y,

Thus, using both the bias vectors and the covariance matrices, MMSEs of estimators are
obtained respectively as

MMSE (4jrg) = (I — kQC*Q)A]TjL(I — kK C) + k' C 2 072,
MMSE(&nirE) = ¢(I—k*C~2)(I-kC™ YA, (I-kC™)(I—K*C™ ) +k*wrC aa O wg,
MMSE(dLg) = ¢(I — (1 d)2D 2) LI —(1—d)?*D?) +(1—-d)*D%aa" D72,
MMSE(anyie) =¢(I — (1 - d)*D~*)(I - (1 = d)D™ A}/,
x(I-(1-d)DHI-(1-d?*D )+ 1 —d)?*w,D  aa’ D wy,
MSE(&yprg) = ¢(I — (k + d)2C Ay (I — (k + d)2C72) + (k + d)*C2aa 072,
MSE(amyire) =¢(I — (k+d)*C™*)(I = (k+d)C~ Ay,
x(I = (k+d)CY(I = (k+d)?C™2) + (k + d)*wrC  aa C wpr.

~— =

2.2.1. Proposed Jackknifed two-parameter estimators. In this study, the JTPE
and the MJTPE were derived from the GLMs to cope with the multicollinearity problem
and to reduce biasing of the TPE. We improve a new TPE for the PR, NBR and GR
models by the following studies of [46] TPE as follows:

Bra= (XTWX + kDY XTWX + kdI)Bun1,

where k > 0and 0 <d < 1.

The Jackknifed method on an estimator is applied a removal systematically of each one
observation from a data set and calculating of the estimate, then finding average of these.
To apply this idea, let s_;, Z_; and W|_; denote, respectively, the vector s with its ith
row deleted, the matrix Z with the ¢th row deleted, and the matrix W with the ¢th row
and column deleted. The TPE in the GLMs with the ith observation deleted is given by

qy = (ZIWi_gZ_i + KI) "N ZL Wy Zi + kd]) 2T W 54, (2.5)

where since ZIiW[,i] Z_; = ZTWZ—ziTw[i]éi, and ZL-W[,i]é_i = ZTW§—ziTw[i]§,-. Then,
we can write Eq.(2.5) as follows

Goi=(Z"WZ + kI — 2 wy2) " (Z"WZ + kdl — 2] wy2:)(Z"W5 — 2] wysi),  (2.6)
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and (ZTWZ—I—kI—zZ-Tw[Z-] 5N ZTWZ+ kdI — 2z wy; %) is obtained from the ShermanMor-
rison Woodbury theorem as [17]

(ZIWi_gZ_i + kD) "M ZI Wy Zi + kdl) = (ZTWZ + kI)" (Z"WZ + kdl)
+(Z"WZ + kD) N Z"WZ + kdI) 2wy
all — 2/ (ZTWZ + kD)™ (ZTW Z + kdI) 2wy
22 (ZTWZ + kD)W ZTWZ + kdI).
(2.7)
Writing (2.7) in (2.6) and after multiplying the terms in parenthesis, we get

—1 A —1a
K Ziw[z‘]Si K 121'2; N

QTPE,

&_; = Qrpp —
1 —wrg—is 1 — wpg—i

where arpp = (Z ' WZ+kE) "W Z WZ+kd[)ZTW3, K ' = (ZTWZ+kI)"(Z"WZ+
kdI) and wgq—i; = zl-T K _léiw[i]. It can be shown, after algebraic simplifications, that

a. T A
— Wkd—ii
From [22] are proposed the weighted pseudo-values as
P = arpp + n(l — wig—i)(Grpe — i), (2.9)

and the corresponding weighted Jackknifed estimator as
Gyrpp =P =n"" sz
The JTPE is obtained by using Egs. (2.8), (2.9) and >7i"; zwp;)8; = ZTWs, s, Ziwp 2] =
ZTW Z the equations as
ayrpe = (I + k(1 —d)C Yarpg, (2.10)

where C = (ZTWZ + kI),k > 0and 0 < d < 1. After writting &jrpr as a linear
transformation of the OLS estimator, &rpr = (I — k(1 —d)C~Y)éar, &yrpe in Equation
(2.10) becomes

&jrpE = (I — k2(1 - d)20_2)dML. (2.11)
The proposed estimator includes the special cases of the &z, and the & rg.
Case 1: When k = 0 or d = 1 the &;rpgp will becomes the ansr, dyrpr(0,d) =
ayrpe(k, 1) = GmL.
Case 2: When d = 0 the &yrpg will becomes JRE, ayrpg(k,0) = djrg.
From (2.11), proposed the MJTPE, based on [2,8,12] as

ayrgree = (I — k2(1 — d)20_2)(I —k(1-— d)c_l)@ML.

Now, the bias vectors and the covariance matrices of TPE, JTPE and MJTPE are obtained
respectively by

bias(drpg) = —k(1 — d)C o,
COV(arpr) = (I — k(1 = d)C™ A (I = k(1 = d)C),
bias(ayrpr) = —k2(1 — d)>C 2,
COV(ayrpr) = ¢(I — k*(1 — d)?C2)Ay /(I — K*(1 — d)C™?),
bias(éyyree) = —k(1 — d)C twrpa,

COV(amyrrr) = 021 — Kq)K3A /L [(2] — Kg) K37,
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where wrp = (I + k(1 —d)C~! — k*(1 — d)>C~2 and K4y = I — k(1 — d)C~!. Thus, using
the bias vectors and the covariance matrices of TPE, JTPE and MJTPE, MMSEs of TPE,
JTPE and MJTPE are obtained respectively as

MMSE(@(TPE) = Var(&TpE) + Bias(&TpE) (Bias(o?TpE))T
= ¢(I — k(1 —d)C AT - k(1 —d)C™Y) + k(1 — d)*)C aa O,

MMSE(é&yrpg) = Var(dyrpr) + Bias(dyrpr) (Bias(dJTpE))T
=¢(I — kK*(1 —d)*C™)A (T — K2 (1 — d)*)C™) + k(1 — d)*C 2 C2,

MMSE(éytpe) =Var(amyrer) + Bias(dwviTre) (Bias(éq\UTPE))T
=o(I —kK*(1 —d)*C™H(I - k(1 —d)CMAY,
x(I — k(1 —d)C™H(I - k*(1 —d)?C™2) + k*(1 — d)?>wrpCLaa C wrp.

3. The performance of the estimators

We have already seen in the previous section that, the JTPE and the MJTPE are biased
and hence the appropriate criterion to measure the performance of these estimators are

bias vectors and covariance matrices. To do so, will be proved of theorems that provide
conditions that JTPE is superior to the MLE, JRE, JLE and JLTE by this criterion.

3.1. Bias comparisons of the estimators

The aim of proposing the JTPE in PR, NBR and GR models was to reduce the bias
of the ridge and Liu parameters. Hence, bias comparisons are presented in the following
theorem. According to Theorems 3.1-3.2, both the total squared bias and the absolute
bias of each individual parameter of the JTPE are less than those of the others estimators
respectively.

Theorem 3.1: In the PR, NBR and GR models, the total squared bias of JTPE is
always less than the squared bias of TPE, namely, ||bias(dyrpg)||? < ||bias(drpg)|/? holds
forall k> 0and 0 <d < 1.

Proof: From the bias vectors of TPE and JTPE, we obtain

P K21 —d)2a Lo kM1 —d)ta’
. A 2 N 2 _ J _ J
[bias(@rpe)|* — [[bias(ayree)| Z O T RP Z SYESaL
(3.1)
_ zf’: K2(1 = d)2ai [ + k)2 — K2(1 — d)?)
j=1 ()‘J + k)4 ’

where )\; is the eigenvalue of A, which is always positive for £ > 0 and 0 < d < 1 hence,
it is easily seen that Equation (3.1) is positive.
Theorem 3.2: The absolute value of the jth component of the bias of the JTPE is
always smaller than the jth component of the bias of the TPE for all k > 0and 0 < d < 1.
Proof: The difference between the absolute values of the jth component of the bias
vectors
k(1 —d)(\; + kd)
(A + k)2

which is strictly positive for all values of £ > 0 and 0 < d < 1 such that |o;| is the absolute
value of the jth element of &. Thus, the proof is finished.

]bias(észE)| — ‘biaS(CAMJTpE)‘ = \aj\



692 M.K. Cetinkaya, S. Kac¢iranlar

According to Theorem 3.1, that is, ||bias(ayrpr)||? < ||bias(djre)||?

0 < d < 1. From the bias vectors of JRE and JTPE, we obtain

is applicable to all

;o KH-dta 2
k (\j + k)4

p /{74
[bias(are)||* — ||bias(@yres)| Z
1 (Aj+

pk:421—1—d
_y ( () ))7

J=1

which is always positive for 0 < d < 1.
According to Theorem 3.2, the difference between the absolute values of the jth com-
ponent of the bias vectors

Fl-(1-d?)
()\j+k)2 |aJ|a

|bias(&yre)| — |bias(&yrpE)| =

which is strictly positive for all values of 0 < d < 1 such that |«;| is the absolute value of
the jth element of «.

According to Theorem 3.1, namely, ||bias(é@yrpr)||? < ||bias(dsLg)||? holds for all 0 <
k < 1. From the bias vectors of JLE and JTPE, we obtain

P (1—d)*’ k(1 —d)*a’

bi N 2 bi A 2 _ J J
[bias(dyLE)||” — [[bias(dyree)| ; Oy + 1)t EYEE
2
_ i — d>404j[()\j + /C)4 - k4<)\j + 1)4]
j=1 (A + DN + k)

where )\; is the eigenvalue of A, which is always positive for 0 < k < 1.
According to Theorem 3.2, the difference between the absolute values of the jth com-
ponent of the bias vectors

(1= d)*[(Nj + k) = K> (N + 1)),
O\ + 120N, + k)2 2

|bias(&JLE)] — |biaS(@JTPE)| =

where \; is the eigenvalue of A, which is always positive for 0 < k < 1 such that |o;| is
the absolute value of the jth element of .

According to Theorem 3.1, ||bias(a;rpr)||? < ||bias(asrrr)||? holds for all & > 0 and
0 < d < 1. From the bias vectors of JLTE and JTPE, we obtain

(k+d)'a’  K(1-d)'a;

o 2

[bias(érre)||” — [[bias(dyreE)| ]Z::l Aj + k) B (Aj + k) -
—Xp: [(k + d)* — k(1 — d)*]
- Jj=1 (A + k)? ’

which is always positive for £ > 0 and 0 < d < 1.
According to Theorem 3.2, the difference between the absolute values of the jth com-
ponent of the bias vectors

[(k+d)? - k*(1 - d)?]
(Aj + k)2

|bias(dyrrr)| — |bias(dyrer)| = (%P

which is strictly positive for all values of £ > 0 and 0 < d < 1 such that |o;| is the absolute
value of the jth element of a.
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3.2. Variance comparisons of the estimators

The total variance of an estimator B* is defined as the trace of its covariance matrix
Var(3*) = tr[Cov(5*)]. In the following theorems, the total variances of the estimators
are compared.

Theorem 3.3: The total variance of the JTPE is always less than the total variance of
MLE for all values of k > 0 and 0 < d < 1, namely, Var(&ysp)-Var(ayjrpg)> 0.

Proof: Since the total variance of JTPE is given as

iA 4 2k(1 — d)?]
(Aj+ k)4 ’

Var(aJTpE) —tT‘(COU a]TpE (bz

the difference of the variances of MLE and JTPE is obtained as

R il +2k(1—d
Var(aML) Var aJTpE Z Z )\ —i-(k) ) }
P (2de]~ - k)(2A§ + 4kNj + k% — 2kd);)
=¢ Z_: Ai(Aj + k)4
7j=1

which is positive for all £k > 0 and 0 < d < 1. Thus, the proof ends.
2d— )\,

According to Theorem 3.3, Var(dsrg)-Var(djrpg)> 0 for £ > =~ and 0 < d <
Aj+2k
5

Aj(A; + 2k)?2 ¢>Z i+ 2k(1 — d)?]

p
Var(ajre) — Var(ayrpe) = QSZ ()\ + ki )\ + k‘)

j=1
& AdN N R(2 - d)]
N z:: (\j + k)4

Aj+2k
.

which is positive for all k& > ng Land 0 <d <
According to Theorem 3.3, Var(& rg)-Var(dyrpr)>0 for k> 0and 0 < d < 1.

)\+2 Aj + 2k(1 — d)?]

¢Z (A\j+ k)4

— 1)[d)\2 + k(1 — d) + N\j(k? + 1)
(Aj+ 1)\ + k)*

Var(ajrg) — Var(dyrpr)

which is positive for all £ > 0 and 0 <d<1.
According to Theorem 3.3, namely, Var(&rrg)-Var(dyrpr)>0for k > 0and 0 < d < 1.

A i+ 2(k + d)F] N+ 2k(1 — d)?]
1% 1%
ar(&yrre) — Var(dyrrr) ¢Z Oy 1 k)2 ¢j§::1 O\ + k)
P4dN [ N(1+ k) + 2k +d(1 - k)?]
z:: (Aj + k)

which is positive for all k > 0 and 0 < d < 1.

4. Selection of biasing parameter

There is no definite rule for estimating the ridge parameter, k, which is a positive
constant, and the Liu parameter, d, which is between zero and one. We adapt ridge
parameters which Kibria [28], Alkhamisi et al. [9] and Muniz et al. [37] proposed the best
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values of k for the ridge regression model. The most classical ridge parameter estimator
is k = -2 proposed by [23]. Based on this, Alkhamisi et al. [9] take harmonic average

62, 0n

of the riange parameter developed it as follows
42
P Py .
kl = ﬂv] = 17 oo P-
j=1%

We estimate it by 07? is the jth element of & = ’yTBML and ~y is the eigenvector of the

XTWX. Practically, we used different values W for the PR, the NBR and the GR models.

Kibria [28] estimated the ridge parameter using geometric mean and median in his study.
The prediction he suggested for the geometric mean, which has the best performance
among the parameters adapted for GLM as follows:

oo — 'l

y4 A2
( j=10‘j)

The best estimate chosen among the estimates suggested by [9] is adapted to GLM as

follows:
A A2
ks = max( %),j =1,...,p.
&

J
In addition, the following the estimator selected from some new estimators proposed by
[37], we modify the estimator for the GLM as

/;:4 = max i j=1 p
(n_p)¢2+tmaxd5 3 yeeey Py

where tnayx is defined as the maximum eigenvalue of the X TWX.
In addition, we adapt d values which Mansson [33] proposed the best values of d for the

LR model
d . { tj@? } 1
] =ming ————- 7,7 =1,...,p,
2(1 + t;43)

A2 82

~ as —

ds = max [O, min(%)
1/tj +aj

where ¢; is defined as the jth eigenvalue of the X TWX.

7j = 17“"p7

5. The Monte-Carlo simulation

In this section, the simulated data sets are used to evaluate the performance of the
new proposed JTPE on MLE, JRE, JLE and JLTE. Similarly, we show the performance
of MJTPE on the MLE, MJRE, MJLE, and MJLTE. We start by describing how the
data are generated and which factors have been varied in the design of the experiment.
Performance evaluations of these Monte Carlo simulation studies are discussed.

5.1. The algorithm of the simulation experiment

In this subsection, simulation studies are conducted under various schemes, since the
distribution shape parameter, the degree of multicollinearity, the number of explanatory
variables, the number of sample sizes and the ridge and the Liu parameters affect the
superiority of the estimators. The Monte Carlo simulation study is carried out using R
software [14]. We consider the following settings.

(1) The sample sizes are taken as n = 30,75,100 and 250 to observe the effect of

the number of observations, and the number of explanatory variables are taken as
p =3 and 5.
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(2) Following [34], the explanatory variables x| = (1, 22,
.., Tip) have been generated from the following formula

wij = (1—p")"?
where w;; are explanatory standard normal pseudo-random numbers generated
using the standard normal distribution and p? represents the degree of correlation
between any two explanatory variables. In the design of the experiment, we obtain
three different values of p? corresponding to 0.90, 0.95, and 0.99. The explanatory
variables are then standardized using unit length scaling so that X T X is a matrix
of correlations.

(3) The parameter vector (3 is taken as the normalized eigenvector corresponding to the
largest eigenvalue of X " X by following [49] for each set of explanatory variables.

(4) We generate the response variable of the observations n from the PRy; ~ P(u;),

1
NBR y; ~ NB(n,s = —, —
(6%

Wij + pwi(p—i-l)?i =1,2,..,n75=12..p,

) where the parameter s = shape is chosen as s =
S+ g

10 and GR y; ~ Gamma(n, rate = s/u;), where the parameter s = shape is chosen
as s = 5 with log-link function p; = exp(Sizi1 + Paxia + ... + Bpxip), i = 1,2,...,n
and 7 =1,2,...,p.

(5) We set u; = exp(XBL), where 3, = (XTX)"'X Ty is the OLS estimator.

(6) We determine the adjusted response variable z with the ith observation set to 2; =
log(fi;) + (yi — fi;) / (fi;) for the Poisson, negative binomial, and gamma dlstrlbutlon
We calculate the weight matrix W with diagonal elements of fi; for PR

the NBR and (u;)? for the GR.

(7) For explanatory variables and each sample size, the dispersion parameter is esti-
mated as @ = (n —p) 3" (v — f1)%/(f;)? by using the Pearson method for
the GR and taken as (? = 1 for the PR and the NBR.

(8) The number of replications is chosen as 2000 in the Monte-Carlo simulation study.

The superiority of the estimators is examined in terms of the simulated MSE
(SMSE)

) Thas +au for

5000

=1

(&) —a) (G — @),
where the subscript(i) refers to the ith replication and & ;) is defined as

a) anr = Ay Z W3,

) asre = (I = k*C~?)an,

) QMIRE = (I — k20_2)(1 — kC‘l)dML,

) QajLE = (I — (1 - d)QD_Q)@ML,

) avgre = (I — (1= d)>?D?)(I — (1 — d)D~anw,

) e = (I — (k+d)*C?)éu,

) AMILTE = (I — (k‘ + d)QC_Q)(I — (/{7 + d)C_l)ézML,

) ajrpe = (I — k‘2(1 — d)20_2)dML,

) amgree = (I =k (1 —d)*C?) (I - k(1 - d)C~")amr.

We first use SMSE plots generated using "ggplot2" package [56] in R software [14] to
obtain the bias parameter with the minimum SMSE one among the ridge and Liu bias
parameters given in Section 4. These parameters are placed into JRE, JLE, JLTE and
JTPE when the response variable is Poisson, negative binomial, and gamma. Our aim
here is to select the best parameter from biasing parameters that have been suggested
numerous times in the literature and to find the best Jackknifed estimator by using the best
parameter. Thus, we obtain the minimum bias estimator using biasing parameters with the
minimum SMSE value. While n = 30, 75,100, 250, p = 3 and p? = 0.99, their performance
as a function of the correlation among explanatory variables of MLE, JRE, JLE, JLTE and
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JTPE respectively is presented in Figures 1-3, PR, NBR and GR. According to Figures 1-2,
as n increases, it appears that with minimum SMSE values the estimators of parameters
ks and dy. According to Figure 3, as n increases, it appears that with minimum SMSE
values there are estimators of the parameters k4 and d;.

The results of the simulation study are given in Tables 1-3, which are presented in
Appendix. The main results of the simulation study are as follows:

(1) When n is constant, with increasing correlation the degree of correlation also
increases SMSE values of all estimates. This is a natural result because with the
increase of the multicollinearity problem, the weighted cross-matrix problem is also
increasing. This increase of SMSE is particularly large for MLE and is particularly
decreases when applying biased estimators. Tables 1-3. show that for all biased
estimators it can be seen that it performs better than MLE.

(2) As the number of explanatory variables increases, the SMSE value of MLE also
increases. Therefore, the negative impact of increasing the number of explanatory
variables is greater for MLE than biased estimators are too much. However, the
estimator least affected by this increase was JTPE and MJTPE.

(3) It can be said that sample sizes have a decreasing effect on SMSE values. Work-
ing with more very sample sizes will further reduce the value of estimated MSE
(EMSE).

(4) Compared to Poisson, the negative binomial and gamma distribution is the re-
sponse variable in GLM, gamma has lower SMSE values.

(5) Generally, in the case of multicollinearity from tables, using the Jackknifed tech-
nique reduced SMSE values and modified Jackknifed technique further improved
EMSESs comment can be made. It can be said that this is supported by the results
of many authors in the literature on these results [11,54,55,57].

n=250;p=5 p=099;p=5
= JLE| d1; = JLE(d1
= JLE(d2 %1 = JLE(d2
= JLTI k3.d2{ = JLTE(k3,d2
JLTE(k4,d1 JLTE(k4,d1
u JRE(K1 . JRE(K1
g JRE(K2 g | JRE(K2
JRE(k3 oot JRE(k3!
JRE(k4 JRE(k4
TPl 02 — JTPE(k5.d2
= JTPE(k4,d1 = JTPE(k4,d1
= MLE = MLE
&

Figure 1. SMSE values of the estimators in the PR for different p and n values.
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Figure 2. SMSE values of the estimators in the NBR for different p and n values.
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n=250;p=5;s=5 p=099;p=5;s=5

= JLE| d1; 04- = JLE(d1

E jt‘% dﬁ?} d2 g jt'% dﬁ d2

oo JLTE£k4:d1§ JLTEEK4:d1;
w JRE(K1 w02 JRE(K1
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ool M
Figure 3. SMSE values of the estimators in the GR for different p and n values.

6. Numerical examples

In this section, we illustrate the benefits of new estimators using real data sets.

6.1. Poisson regression: Aircraft damage data set

We use the aircraft damage data set for PR presented by [38] that dates back to the
Vietnam War. Considerable resources were deployed against the A-4 and A-6, including
small arms, AAA or anti-aircraft artillery, and surface-to-air missiles. It contains data
from 30 strike missions that involved these two types of aircraft. The regressor X is an
indicator variable (A-4 = 0 and A-6 = 1), and the other regressors Xy and X3 are the bomb
load (in tons) and the total of months of experience of aircrew. The response variable,
Y is the number of locations where damage was inflicted on the aircraft. Firstly, the
Pearson x? goodness-of-fit test is used before performing the Poisson distribution on the
response variable. The chi-squared statistics and the corresponding p-value are obtained
as 3.1864 and 0.2033, respectively. Since this p-value exceeds the significance level 0.05, we
conclude that the data set follows the Poisson distribution. This result is also supported
by the graphical presentations shown in Figure 4. Theoretical and empirical density and
distribution plots show a good fitting to the Poisson distribution. The goodness of fit test
and the plots are performed using the fitdistrplus package [16] in R software [14].

Emp. and theo. distr. Emp. and theo. CDFs
= _| —— empirical m — —9
[=] — theorstical w J
(3] [=]
— [o]
z © L -
g - 8 <t
@
a ° S
- | o
P -
o | I‘ ‘. | o | -
S T T T T S T T T T
0 2 4 6 0 2 4 6
Data Data

Figure 4. Diagnostics for goodness of fit to the Poisson distribution for the air-
craft damage dataset.

The data matrix X is centered and standardized so that X TWX is in correlation
form. Myers et al. [38] claim that this data set exhibits multicollinearity. Including the
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constant term has been obtained as A\; = 354.136144, \y = 10.436062, A3 = 7.371267 and
Ay = 1.775029 the eigenvalues of the matrix X "W X. The condition number computed

CN = /\—1 2 119.51006, which is a measure of multicollinearity (Amax and Ay are the
4

maximum and minimum eigenvalues of X TWX, respectively), which shows that there
exists severe multicollinearity. We present the correlation matrix of the data in Figure
5. Figure 5 one can see the bivariate correlations and we also see that there is a high
correlation (0.836) between the variables X; and X3. In this case, biased estimators should

x1 x2 %3
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0.497* 0.836"""
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.
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1000~ .

' ' ' ' ' 0 ' ' ' '
1000 1100 1200 1300 1100 1200 1250 1500 1750 2000

X

£x

Figure 5. Correlation plots of the aircraft damage dataset.

be used as an alternative to MLE. We find the ridge parameter as k3 = 0.007463192 and
the Liu parameter as do = 0.04269131 for PR.

Estimated coeflicients, estimated MSE values and biases of these methods are presented
in Table 4 which is provided in Appendix. According to the results, one can conclude that
the signs and magnitudes of the MLE coefficients are negatively affected by collinearity
compared to the biased estimators. The bias values of MLE are quite higher than those of
biased estimators. The estimated theoretical MSE of the MLE is also inflated. However,
the signs and magnitudes of the biased estimators are similar to each other and seem to be
more stable than the MLE. The bias values of the JTPE are lower than those of the MLE,
JRE, JLE and JLTE and this is an expected situation since the variance of the JTPE
is always lower than that of the biased estimators according to Theorem 3.3. The bias
values of the JTPE are lower than those of the biased estimators. This situation is again
consistent with Theorems 3.1-3.2. According to Table 4, MSE of the JTPE is always less
than MSE of the MLE, JRE, JLE, and JLTE. Moreover, modified Jackknifed estimators
improved the magnitudes of all biased estimators.

6.2. Negative binomial regression: Swedish traffic data set

In this subsection, we illustrate for NBR using a real data set taken from the Depart-
ment of Transport Analysis in Sweden (www.trafa.se). A regression model is estimated,
where the dependent variable (Y') is the number of pedestrians killed, and the explana-
tory variables are the number of kilometers driven by cars (X1), buses (X3), trucks (X3)
and motorcycles (Xy), respectively. In this application, we try to investigate the effect of
changing the usage of cars and trucks on the number of pedestrians killed. Data are pooled
for different counties (the total number is 21) in Sweden during 2017. Firstly, the Pearson
x? goodness-of-fit test is used before performing the negative binomial distribution on the
response variable. The chi-squared statistics and the corresponding p-value are obtained
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as 0.7669 and 0.3812, respectively. Since this p-value exceeds the significance level 0.05,
we conclude that the data set follows the negative binomial distribution. This result is also
supported by the graphical presentations shown in Figure 6. Theoretical and empirical
density and distribution plots show a good fitting to the negative binomial distribution.

Emp. and theo. distr. Emp. and theo. CDFs
8 - em irical ] @——_o
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Data Data

Figure 6. Diagnostics for goodness of fit to the negative binomial distribution
for the Swedish traffic dataset.

The data matrix X is centered and standardized so that X 'WX is in correlation
form. Including the constant term has been obtained as A\ = 661.428437, Ay = 76.2894,

A3 = 16.049592, Ay = 6.161682 and A5 = 2.124143 the eigenvalues of the matrix XTWX.
A

The computed condition number CN = )\—1 = 311.386021, which is a measure of multi-
5

collinearity (Amax and Apin are the maximum and minimum eigenvalues of X TWX, re-

spectively), which shows that there exists severe multicollinearity. In addition, we present

the correlation matrix of the data in Figure 5. Figure 5 one can see that the bivariate

correlations and we also see that there is a high correlation (0.831) between the variables

X, and X5 and (0.701) between X; and X3.
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Figure 7. Correlation plots of the Swedish traffic dataset.

In this case, biased estimators should be used as an alternative to MLE. We find the
ridge parameter as k3 = 0.4709132 and the Liu parameter as do = 0.01160828 for NBR.
We present the estimated coefficients, the estimated MSE values and the biases of the
estimators considered in Tables 5, which is provided in Appendix. According to results,
we observe that the coefficients of the JRE, JLE, JLTE and JTPE have signs similar
to those of MLE. When we compare the biases values of estimators, it is observed that
the JTPE have lower biases values than the biased estimators, which makes them more
stable. Thus, the JTPE should be preferred since they are compared with the coefficients
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of the biased estimators and the MLE. This situation is again consistent with Theorems
3.1-3.2. According to Table 5, the MSE of JTPE is always less than the MSE of MLE,
JRE, JLE, and JLTE. Moreover, modified Jackknifed estimators improved the magnitudes
of all biased estimators.

6.3. Gamma regression: Weather data set

This subsection illustrates the results with a real-life data set, first analyzed by [13]. The
data correspond to the weather factors and nitrogen dioxide concentrations (Y), in parts
per hundred million (p.p.h.m.), for 26 days in September 1984 measured at a monitoring
station in the San Francisco Bay area.There are four explanatory variables. The variables
considered in the study are mean wind speed in miles per hour (X;) in mph, maximum
temperature (X3) in, insolation (X3) in langleys per day and stability factor (X4). First,
the Cramer-von-Mises (CvM) goodness-of-fit test is used before performing the gamma
distribution on the response variable. The test statistics and the corresponding p-value
are obtained as 0.0499 and 0.4344, respectively. Since this p-value exceeds the significance
level 0.05, we conclude that the data set follows the gamma distribution. This result
is also supported by the graphical presentations shown in Figure 8. The histogram with
density line and quantile plot shows a good fitting to the gamma distribution. In addition,
Kurtoglu and Ozkale [30] and Cetinkaya et al. [15] computations are shown that were
performed using [13] proposed that this data set has a gamma distribution. In several air
pollution models, the random disturbance appears to have a gamma distribution.
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Figure 8. Diagnostics for goodness of fit to the gamma distribution for the air-
craft damage dataset.

The data matrix X is centered and standardized so that X "W X is in correlation form.
Kurtoglu and Ozkale [30] and Cetinkaya et al. [15] also showed that including the constant
term of the matrix X TW X is an ill-conditioned matrix. We present the correlation matrix
of the data in Figure 9. Figure 9 one can see the bivariate correlations and we also see
that there is a high correlation (—0.720) between the variables X; and Xo.

In this case, biased estimators should be used as an alternative to MLE. We find the
ridge parameter as k4 = 0.5574405 and the Liu parameter as d; = 0.0005390112 for the
NBR model. We present the estimated coefficients, the estimated MSE values and the
biases of the estimators considered in Tables 6, which is provided in Appendix. According
to the results, we observe that the coefficients of the JRE, JLE , JLTE and JTPE have
signs similar to those of the MLE. When we compare the bias values of the estimators,
it is observed that the JTPEs have lower bias values than the biased estimators, making
them more stable. Thus, the JTPE should be preferred since they are compared with
the coefficients of other estimators and the MLE. This situation is again consistent with
Theorems 3.1-3.2. According to Table 6, MSE of the JTPE is always less than MSE of
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the MLE, JRE, JLE, and JLTE. Moreover, modified Jackknifed estimators improved the
magnitudes of all biased estimators.
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Figure 9. Correlation plots of the weather dataset.

7. Conclusive remarks

In this paper, new JTPE and MJTPE are proposed in the PR, NBR and GR models in
order to overcome the effects of the multicollinearity problem. The purpose of the Jackknife
procedure is to reduce the bias, hence it is proved both theoretically and numerically that
the JTPE and MJTPE has a lower bias than that of the JRE, JLE and JLTE. Likewise, the
MJTPE has a lower bias than that of the MJRE, MJLE and MJLTE. The investigation has
been carried out with the variation of the degree of correlation, the number of observations,
and the number of independent variables. In addition, some estimators of the biasing
parameters k and d are proposed so that the performance of the new method becomes
better than that of the others in terms of both MSE and bias values. One can always find
some values of the biasing parameter so that the JTPE and MJTPE have a lower MSE
and bias. Moreover, real data applications are considered to illustrate benefits of using
the new estimators in the context of Jackknifed models. In conclusion, the use of JTPE
and MJTPE is recommended when multicollinearity is present in the Jackknifed PR, NBR
and GR models.

Acknowledgements

We would like to thank editor and the referees for their constructive comments and sug-
gestions which lead to significant improvements in this paper.

Author contributions. All the co-authors have contributed equally in all aspects of the
preparation of this submission.

Conflict of interest statement. The authors declare that they have no known compet-
ing financial interests or personal relationships that could have appeared to influence the

work reported in this paper.

Funding. The authors declare that no funds or grants were received during the prepara-
tion of this manuscript.

Data availability. No data was used for the research described in the article.



702

1]

[19]
[20]

[21]

M.K. Cetinkaya, S. Kac¢iranlar

References

L.A. Abduljabbar and Z.Y. Algamal, Jackknifed KL estimator in Bell regression
model, Math. Stat. Eng. Appl. 71(3s2), 267-278, 2022.

E. Akdeniz Duran and F. Akdeniz, Efficiency of the modified Jackknifed Liu-type
estimator, Stat. Pap. 53, 265-280, 2012.

72.Y. Algamal, Developing a ridge estimator for the gamma regression model, J.
Chemom. 32(10), 3054, 2018.

7.Y. Algamal and N. Hammood, A new Jackknifing ridge estimator for logistic re-
gression model, Pak. J. Stat. Oper. Res. 955-961, 2022.

7.Y. Algamal, M.R. Abonazel and A.F. Lukman, Modified Jackknife ridge estima-
tor for Beta regression model with application to chemical data, Int. J. Math. Stat.
Comput. Sci. 1, 15-24, 2023.

Z. Algamal, A. Lukman, B.K. Golam, B.K. and A. Taofik, Modified Jackknifed ridge
estimator in bell regression model: theory, simulation and applications, Iraqi J. Com-
put. Sci. Math. 4(1), 146-154, 2023.

7.Y. Algamal, M.R. Abonazel, F.A. Awwad and E.T. Eldin, Modified Jackknife ridge
estimator for the Conway-Mazwell-Poisson model, Sci. Afr. (19), e01543, 2023.

A. Alkhateeb and Z. Algamal, Jackknifed Liu-type estimator in Poisson regression
model, J. Iran. Stat. Soc. 19(1), 21-37, 2022.

M. Alkhamisi,G. Khalaf and D. Shukur, Some modifications for choosing ridge pa-
rameters, Commun. Stat. Theory Methods 35(11), 2005-2020, 2006.

M. Amin, M. Qasim, A. Yasin and M. Amanullah, Almost unbiased ridge estimator
in the gamma regression model, Commun. Stat. Simul. Comput. 51(7), 3830-3850,
2022.

Y. Asar and K. Kiling, A Jackknifed ridge estimator in probit regression model, Stat.
54(4), 667-685, 2020.

F.S.M. Batah, T.V. Ramanathan and S.D. Gore, The efficiency of modified Jackknife
and ridge type regression estimators: a comparison, Surv. Math. Appl. 3, 111-122,
2008.

S. Chatterjee and A.S. Hadi, Sensitivity analysis in linear regression, John Wiley &
Sons, 2009.

R Core Team, R: A Language and Environment for Statistical Computing. R Foun-
dation for Statistical Computing, Vienna, Austria. <https://www.R-project.org/>,
2023.

M.K. Cetinkaya, S. Kaciranlar and F. Kurtoglu, Developed first-order approximated
estimators for the gamma distributed response variable, Commun. Stat. Simul. Com-
put. 52(8), 3919-3938, 2023.

M.L. Delignette-Muller, C. Dutang, fitdistrplus: An R Package for Fitting Distribu-
tions, J. Stat. Softw. 64(4), 1-34, 2015. DOI 10.18637 /jss.v064.104.

C.Y. Deng, A generalization of the ShermanMorrison Woodbury formula, Appl. Math.
Lett. 24(9), 1561-1564, 2011.

F. Erdugan and F. Akdeniz, Computational method for Jackknifed generalized ridge
tuning parameter based on generalized mazimum entropy, Commun. Stat. Simul. Com-
put. 41(8), 1411-1429, 2012.

A. Golan, G. Judge and D. Miller, Maximum Entropy FEconometrics: Robust Estima-
tion with Limited Data, (Chichester UK, John Wiley), 1996.

M.H. Gruber, The efficiency of jack-knifed and usual ridge type estimators, Stat.
Probab. Lett. 11(1), 49-51, 1991.

A.A.Hamad and Z.Y. Algamal, Jackknifing KL estimator in generalized linear models,
Int. J. Nonlinear Anal. Appl. 12(Special Issue), 2093-2104, 2021.



22]
23]

[24]

Jackknifed estimators in generalized linear models 703

D.V. Hinkley, Jackknifing in unbalanced situations, Technometrics 19(3), 285-292,
1977.

A E. Hoerl and R.W. Kennard, Ridge regression: Biased estimation for nonorthogonal
problems, Technometrics 12(1), 55-67, 1970.

D.M. Jabur, N.K. Rashad and Z.Y. Algamal, Jackknifed Liu-type estimator in the
negative binomial regression model. Int. J. Nonlinear Anal. Appl.,13(1), 2675-2684,
2022.

N.H. Jadhav and D.N. Kashid. A Jackknifed ridge M-estimator for regression model
with multicollinearity and outliers, J. Stat. Theory Pract. 5(4), 659-673, 2011.

K. Kadiyala, A class of almost unbiased and efficient estimators of regression coeffi-
cients, Econ. Lett. 16(3-4), 293-296, 1984.

L. Kejian, A new class of blased estimate in linear regression, Commun. Stat. Theory
Methods. 22(2), 393-402, 1993.

B.G. Kibria, Performance of some new ridge regression estimators, Commun. Stat.
Simul. Comput. 32(2), 419-435 2003.

M. Khurana, Y.P., Chaubey and S. Chandra, Jackknifing the ridge regression estima-
tor: A revisit, Commun. Stat. Theory Methods. 43(24), 5249-5262, 2014.

F. Kurtolu and M.R. Ozkale, Liu estimation in generalized linear models: application
on gamma distributed response variable, Stat. Pap. 57, 911-928, 2016.

K. Liu, Using Liu-type estimator to combat collinearity, Commun. Stat. Theory Meth-
ods. 32(5), 1009-1020, 2003.

S. Mandal, R. Arabi Belaghi, A. Mahmoudi and M. Aminnejad, Steintype shrinkage
estimators in gamma regression model with application to prostate cancer data, Stat.
Med. 38(22), 4310-4322, 2019.

K. Mansson, Developing a Liu estimator for the negative binomial regression model:
method and application, J. Stat. Comput. Simul. 83(9), 1773-1780, 2013.

G.C. McDonald and D.I. Galarneau, A Monte Carlo evaluation of some ridge-type
estimators, J. Am. Stat. Assoc. 70(350), 407-416, 1975.

R.G. Miller Jr, An unbalanced Jackknife, Ann. Stat. 880-891, 1974.

R.G. Miller, The Jackknife-a review, Biometrika, 61(1), 1-15, 1974.

G. Muniz, B.M. Kibria and G. Shukur, On developing ridge regression parameters: a
graphical investigation, Department of Mathematics and Statistics, 10, 2012.

R.H. Myers, D.C. Montgomery, G.G. Vining and T.J. Robinson, Generalized linear
models: with applications in engineering and the sciences, John Wiley & Sons, 2012.
F. Noeel and Z.Y. Algamal, Almost unbiased ridge estimator in the count data regres-
sion models, Electron. J. Appl. Stat. Anal. 14(1), 44-57, 2021.

M. Nomura, On the almost unbiased ridge regression estimator, Commun. Stat. Simul.
Comput. 17(3), 729-743, 1988.

M. Nooi Asl, H. Bevrani, R. Arabi Belaghi and K. Mansson, Ridge-type shrinkage
estimators in generalized linear models with an application to prostate cancer data,
Stat. Pap. 62, 1043-1085, 2021.

M. Noori Asl, H. Bevrani and R. Arabi Belaghi, Penalized and ridge-type shrinkage
estimators in Poisson regression model, Commun. Stat. Simul. Comput. 51(7), 4039-
4056, 2022.

H. Nyquist, Applications of the Jackknife procedure in ridge regression, Comput. Stat.
Data Anal. 6(2), 177-183, 1988.

K. Ohtani, On small sample properties of the almost unbiased generalized ridge esti-
mator, Commun. Stat. Theory Methods. 15(5), 1571-1578, 1986.

M.H. Quenouille, Notes on bias in estimation, Biometrika, 43(3/4), 353-360, 1956.
M.R. Ozkale and S. Kaciranlar, The restricted and unrestricted two-parameter esti-
mators, Commun. Stat. Theory Methods. 36(15), 2707-2725, 2007.



704

[47]

[48]

[49]

[50]

[51]
[52]
[53]
[54]
[55]
[56]

[57]

M.K. Cetinkaya, S. Kac¢iranlar

M.R. Ozkale, A Jackknifed ridge estimator in the linear regression model with het-
eroscedastic or correlated errors, Stat. Probab. Lett. 78(18), 3159-3169, 2008.

H.A. Rasheed, N.J. Sadik and Z.Y. Algamal, Jackknifed Liu-type estimator in the
Conway-Mazwell Poisson regression model, Int. J. Nonlinear Anal. Appl. 13(1), 3153-
3168, 2022.

R.L. Schaefer, Alternative estimators in logistic regression when the data are collinear,
J. Stat. Comput. Simul. 25(1-2), 75-91, 1986.

S. Seifollahi, H. Bevrani and O. Albalawi, Reducing Bias in Beta Regression Models
Using Jackknifed LiuType Estimators: Applications to Chemical Data, J. Math. (1),
6694880, 2024.

B. Singh, Y.P. Chaubeyand T.D. Dwivedi, An almost unbiased ridge estimator,
Sankhya B. 342-346, 1986.

B. Singh and Y.P. Chaubey, On some improved ridge estimators, Stat. Hefte. 28,
53-67, 1987.

J. Tukey, Bias and confidence in not quite large samples, Ann. Math. Statist. 29, 614,
1958.

S. Tiirkan and G. Ozel, A new modified Jackknifed estimator for the Poisson regres-
sion model, J. Appl. Stat. 43(10), 1892-1905, 2016.

S. Tiirkan and G. Ozel, A Jackknifed estimators for the negative binomial regression
model, Commun. Stat. Simul. Comput. 47(6), 1845-1865, 2018.

H. Wickham, ggplot2: Elegant Graphics for Data Analysis, Springer-Verlag, New
York, 2016.

N. Yildiz, On the performance of the Jackknifed Liu-type estimator in linear regression
model, Commun. Stat. Theory Methods. 47(9), 2278-2290, 2018.



705

Jackknifed estimators in generalized linear models

¢08000°0 8EEVEO'0 9690200 €607S0°0 8LEECO'0 88EFOT'0 G66000°0 G€99E0°0 ETIEISTO
8€8000°0 8898G0°0 <¢96¥¢0°0 ¢8ITI0°0 TI0TS0°0 G9€60¢°0 GCITO0'0 L8GE90°0 L8OC6C O
6¢8000°0 ¢©06.G0°0 ¢SPLTO0 ¢T10L60°0 ¥¢€5GL0°0 OVLETE0 SG¥PRTIO00 TeS160°0 €V0CHi 0
G86000°0 096TTc0 9¢8830°0 T0T99¢°0 G808TC'0 TIVOT9'0 G6TE00°0 06508¢°0 LY6ITS0
0¥¥000°0 T€E€C00°0 ¥6¥000°0 €T.Lc00°0 €80¢00°0 80GS00°0 TLG000°0 €80€00°0 <€9900°0
L2¢5000°0 T99700°0 L69000°0 GTOS00°0 <CEEE000 ¥6¥CI0°0 082000°0 095900°0 8L0LTO0
L6G000°0 ¥¥8900°0 TIPIOO0 4989000 ¥69¥00°0 ¥c6L10°0 9L9000°0 €¥L800°0 CETIVCO0
6¢0T00°0 0861¢0°0 G6186L°0 8S¥VICI'O0 9PEVIO0 GS8TI0°0 TGECO0°0 9691€0°0 86¢L80°0
#G€000°0 <OTT00°0 LG€000°0 TLTITO00 080000 0L9TO0°0 ¥8E000°0 TITTO0°0 OFPSTO0°0
06€000°0 SP9100°0 TEv000°0 TSLTO00 0FPET000 G¥8C00°0 ¢L¥000°0 G88T100°0 SG6¢€00°0
8070000 0L0¢00°0 ¥S¥000°0 T1G¢c00°0 ¢cLT000 ¢¥ev00°0 G2S000°0 T0SGC00°0 6¥6¥00°0
6¢0T00°0  2Z8STO'0 2078000 600L20°0 9CLTTO0 €¢c6¥0°0 00CTI00°0 L68ECO°0 8CE990°0

04¢
00T
gl
0€
04¢
00T
Gl
0€
04¢
00T
Gl
0€

66°0

G6°0

060 ¢

6790000 676€E€0°0 616¥7¥0°0 85GLG70°0 8GGETO0 ¥¢ISG0°0 GT10C00°0 T¥PLEOD 65L990°0
0690000 ¥€990T°0 L8VLS0°0 LP60TIT0 €E€1CY0°0 TEL6LT°0 ¥0SF00°0 T¥90TT°0 <OT91c0
€12000°0 6799€T°0 €¥L690°0 0¥PE861°0 68L970°0 9698¢c¢'0 G8F900°0 GLVSYI0 0LEERCO
¢L¢T100°0 ¥I80CE0 GTG¥90°0 TL6L0G°0 €8098T°0 9GG8T19°0 999G¢0°0 SIVe6y'0 LGGEIL0
1¢¥000°0 T82ZT00°0 06%000°0 T60¢00°0 LOTTO00 ¥29¢00°0 9.¥000°0 S¢1¢00°0 806¢00°0
LESG000°0 609¢00°0 ¢8S000°0 0€LE00°0 ¥09T00°0 0€0S00°0 6€S000°0 ¥ISEOO'0 0SL500°0
LL¥000°0 S967%00°0 6680000 €¥¢S00°0 €8LT00°0 ¢S0800°0 66¥000°0 <GEVSG00°0 GLL600°0
8880000 G¥60T0°0 9.8¥00°0 L009T0°0 9¢¢S00°0 9¢0SGc0°0 ¥C0T00'0 009LTO0 €LETEO0
¢6¢000°0 ¥65000°0 ¥.¢000°0 979000°0 9¥¥000°0 60L000°0 <0E000°0 ¥¢9000°0 8¢L0000
0L€000°0 09¢T00°0 0S€000°0 66€T00°0 T¢8000°0 ¥OKTOO'0 ¥IV000'0 0€VT000 S¥6100°0
G2€000°0 899T00°0 TO¥O00'0 TOSTO0'0 6¥8000°0 ¥EECO0'0 6070000 ¥88T000 965¢00°0
0G€000°0 88Tc¢00°0 0¢¥000°0 ST¢c00°0 0060000 ¢6T€00°0 9EFO00°0 85G5¢00°0 0¢9€00°0

09¢
00T
Gl
0€
04¢
00T
gl
0€
04¢
00T
Gl
0€

66°0

G6°0

AdLIIN HdLL dALICIN  HLIC  HICIN AIr JAdIrIN ~ Hdr HTIN

u

‘¢ =d pue ¢ = d uoyMm Y J 9Y) UI SIOJRIISS YY) JO sonea HSINS ‘T 2[qeL

XIANHddV



M.K. Cetinkaya, S. Kac¢iranlar

706

8.7000°0 069£20°0 £12920°0 £2190T°0 0£2620°0 62FSS0°0 #08000°0 TSLFE0'0 S609¥T°0 0ST
LSY000°0 €166S0°0 €LTIS0°0 TEI6ST'0 6£1990°0 €FEITT0 TISTO0'0 12ST60°0 TFFREE0 00T
1L7000°0 S€0990°0 FL0SL0°0 66£S0£°0 6S90ZT°0 TELIZTIT'0 8]I00 88GL60°0 LLESTH'O GL
9.7000°0 ¥ETC8T°0 9SFE8Z°0 $99708°0 TIZITT'0 [S6LTF0 S09T00°0 TIS6ZE0 8FC6C0T 0£ 6670
LEV000°0 #¥2200°0 $90200°0 ZT6S00°0 S0S000°0 0S6200°0 6650000 0SFE00°0 8££L00°0 0ST
FL¥000°0 092£00°0 SLTE00°0 OFITIO0 SF9000°0 0£9¥00°0 €SL000°0 SZ8S00°0 698FT0°0 00T
ST000°0 6£S500°0 0T0900°0 F#6020°0 926000°0 268900°0 0680000 ££T0T0°0 TTI¥LZ00 GL
SHF000°0 897.00°0 FHE800°0 SIFILO'0 0S2080°0 ¢0ZIL0'0 06ST00°0 SG8LST0'0 CILZFO0 0 S6°0
GGL000°0 066000°0 £28000°0 ZEST00°0 09£000°0 ¥90TO00 ¥6£000°0 6¥0T00°0 SFITO00 0ST
L8€000°0 800Z00°0 90ST00°0 TTEF00'0 89¥000°0 ¢0FC000 Z9S000°0 LE9200°0 SL6¥00°0 00T
¥Z¥000°0 9T0Z00°0 SSSTO0'0 €OLF00'0 LTS000°0 99%200°0 ¢£9000°0 0¥8Z00°0 ST19500°0 GL
ZyP000°0  T#0S00°0 9¥SS00°0 0OTSST0'0 ¢FL000°0 6ZTL00°0 69Z100°0 600TT0°0 CIEFZ00 0€ 060 G
6S7000°0 8TEFEO'0 990ST0°0 8€TS90°0 9912L0°0 ¥FZ080°0 STL000'0 S090¥0°0 ¥1.8L0°0 0ST
0970000 LTT8L0°0 T0TSEO'0 FSSLET'0 020980°0 06£L0T°0 €0L000°0 €L2£60°0 0061610 00T
9770000 GTEL0T'0 €TTFS0'0 €I8STE0 SSP6CT'0 L89L0T°0 99S000°0 S0ZEET0 TT9¥L 0 SL
TL¥000°0 9¥9SFC 0 SPESFT'0 FI6¥Z9°0 9TTFST0 9896.£°0 S0L000°0 LITIZFO T601€9°0 0f 66°0
66£000°0 8L8T000 TITT00'0 6F6300°0 62F000°0 S06100°0 SSF000'0 6L3200°0 £3EL00°0 0ST
LI7000°0 LG€L00°0 SPET00°0 FITI00°0 £SS000°0 8TSL00°0 THFS000°0 909¥00°0 $06900°0 00T
€67000°0 L8F¥C00°0 SPIF00°0 SHFPI00 S8.000°0 TSSL000 669000°0 €820T0'0 6899100 G2
LSP000°0 L6TFI0°0 SSF900°0 0TF6Z0°0 0ZESTO'0 €FL080°0 L6LTO0'0 998220°0 922900 0 S6°0
692000°0 22L000°0 STS000°0 #S8000°0 S.2000°0 82,0000 TEL000°0 29.000°0 LLS000°0 0ST
LL€000°0 TOST00'0 TF6000°0 SS0Z00'0 T8L000°0 €8STO00 SLF000'0 6SL100°0 1¥2200°0 00T
82£000°0 ZE£IZ00'0 6£2100°0 9Z£L00°0 62F000°0 S6TZ00°0 TES000°0 829200°0 0T9L00°0 G2
907000°0 ¥S2£00°0 928200°0 919800°0 95.000°0 SS9¥00°0 STOT00°0 08.900°0 9286000 0 060 €
AdLCIN ddLrf JAUICIN JLIC dICIN J1Ir JUrN J@dar HIN uw b d

NI=s‘g=spue ¢=d ‘¢ =d usym YN 9UJ Ul SI0JRUWI}Sd 973} JO son[eA HSNS T °[qelL



707

Jackknifed estimators in generalized linear models

G87000°0 69¢900°0 6807000 ¢ITI800°0 9¥8S00°0 ¥¥e¥c0'0 G6¥000°0 0LI800°0 ¥8CVEOD'0
¢87000°0 8G8ETO'0 9€¢€c0'0 ¥ESOVO'0 T9LETO0 06¢¥S0°0 LZITO0'0 9€¢0C0°0 T61GL0°0
L0S000°0 6S9810°0 8GLG00°0 LL9PG0°0 6TIS0T0°0 8G8EY0°'0 0ES000°0 L6TSCO'0 8LG8ITO
€.7000°0 ©L66¢0°0 L88000°0 LI¥9¥0°0 8L88€0°0 I8I88G'0 ¥6¥000°0 T6L00T°0 L694¢S°0
¥G€000°0 €€5000°0 TOEO00°0 0LL000°0 0€S000°0 <¢OCT000 FIEO000 TE8000°0 KOVIOO0
Ga&r0o00°0 198000°0 €0¥000°0 ¢PETO0°0 OTL000°0 S9¢¢00°0 LIV000'0 0S¥I00°0 CECEOOO
G&r000°0 L80T00°0 €TI¥000°0 LTI9T00°0 896000°0 S¥¢€00°0 ¥IV000'0 0GLT00°0 F¥S¥00°0
9770000 TESTO0'0 T9E000°'0 660€00°0 09LT00°0 6SGLL00°0 8¥E000°0 90G€00°0 LESITO0
¢L1000°0 2020000 8STO00°0 LECO000 €8T000°0 S8¢000°0 <¢9T000°0 <¢cO000 <0E000°0
66¢000°0 0¥¥000°0 €9¢000°0 LT9000°0 G0¥000°0 998000°0 69¢000°0 9790000 886000°0
G¥€000°0 86¥000°0 9920000 90.000°0 6S7000°0 990T00°0 €L2000°0 TSL000°0 9¥CI00°0
9¥¥000°0 1990000 €€¥000°0 ¢SOTO00 2L8G000°0 OTLTIO0°0 ¥S¥000°0 T9TT000 ¥EEC00°0

09¢
00T
Gl
0€
09¢
00T
Gl
0€
04¢
00T
Gl
0€

66°0

G6°0

060 ¢

9€G000°0 6¢€800°0 9¥6TTO0 T689T0°0 TO9€00°0 G6LETO0 LLS000°0 668800°0 €SEI9T0O0
0680000 Gc¢LGc0°0 €20990°0 <087L0°0 GLLOTO0 LETSGYO'0 €89000°0 64¢8¢0°0 OTIVS0°0
129000°0 0200200 90S9€0°0 ¢c€9€0°0 FIPELOO'0 9897E0°0 GGS000°0 €€CCcO0 SGIVETVO0
0772000 G9€¢60°0 8G8800°0 6LSGTCT'0 00S0¥0°0 <€9GL9T°0 80T€00°0 SO¥VL0T'0O &¥0T0C 0
GEE000°0 LL¥V0O00°0 €TE000°0 STSO00°0 ¥IE0000 699000°0 86¢000°0 TLS000°0 LcL000°0
IT¥000°0 060T00°0 €6€000°0 8CITO0'0 L09000°0 609T00°0 ¥2E€000°0 66¢T00°0 908TO0°0
¢0v000°0  LP9T00°0 1970000 08STO0°0 169000°0 ¥9¥¢00°0 TOPO00'0 8906000 GEOE00°0
¥¥v000°0 ¢LLc00°0 ¥2S000°0 948¢00°0 8060000 ¢¥9700°0 TIFO000 68LE00°0 8EFI00°0
¥.1000°0 €ST000°0 9710000 G91000°0 €CT000°0 8LTO000 F¥IO000 691000°0 €81000°0
¢8¢000°0 8€E000°0 8E€CO00'0 ©LEO000 9¢c000°0 LEv000°0 ¥€2000°0 ¢6€000°0 ¢S¥000°0
6€€000°0 16¥000°0 6620000 L9S000°0 ¥0€000°0 TL9000°0 SG8¢000°0 6190000 09L000°0
86€000°0 2880000 2L€000°0 690T00°0 657000°0 €0ETO0°0 8EE000°0 0LTTO00 SE€IT00°0

04¢
00T
Gl
0€
04¢
00T
Gl
0€
09¢
00T
Gl
0€

66°0

G6°0

Ad LN HdLL dLIIN LI HICIN Iy Ch< VN AVENC RV A TIN

u

‘¢ =spue ¢ =d ‘¢ =d usym Y¥X) 9} Ul SIOYRUWIIIS [} JO sonfeA HSNS °€ S[qel,



M.K. Cetinkaya, S. Kac¢iranlar

708

LGTE€00°0  0ST€00°0  T6TE00'0  GZZE00'0  T9TE000  T6TE00°0  98TE000  0TTE00°0  0S6FLLO ASIN
(9710000) (9201€0°0-) (02€000°0) (2TerL0°0-) (¥6L000°0) (69€8€0°0-)  (L8%000°0) (891690°0-)
0SPTLTCC- 0LSE0€'0C- O0ST6VF'Ce- €98S6C°0%- O0STLES'TE-  GLY6TE0T- 066LEE°CT-  99€00€°0-  LTG00S - &g
(6TL270°0-) (0FSOTT'0-) (9€5€60°0-) (8€LL80-) (L80611°0-) (01L5€2°0-) (889£80°0-) (85G8GE 0-)
0FGLOE'STT G99099°6FT 0LLLLOFTT GGI986T°6FT OFF669'SET  09TFFG0ST 066712921  LFEOTG 67T GELGSE TY e/
(ce8Tv0'0-) (121840°0) (209160°0-) (968880°0) (2L180T°0-) (60657T°0) (8%6180°0-) (0TLEST0)
029TE€0°€T- L9TLIG OV~ 0SESTF'61- €OSSFLOP- OTT988°08- 0ZTS0GLF-  098L98°0%- S0EGLS OV~ TETSTT - Igf
(860T00°0-) (629T¥0°0-) (¥0¥200°0-) (295580°0) (21¥€00°0-) (26£550°0) (1G1200°0-) (8€0TR00)
0L1029°0T  €E€I6LL'S  OTILF6S'0T  FE90LL'S  098FLT'OT  TTIS6L'S  OI9FSLOT  F09GLL'S  ¥6LT99°C 0g/
AdLCIN AdLC  ALICIN ALIC AICIN  A1C HULIN ~ JUCr ATIN ~ SIUSIdIJeo)
(sesotyuared Ul soselq) jose)R(] OIPRIT, YSIPOmMG I0] sonfes SN PUR SIUSIDIIE0)) Pajetisy G o[qe],
6£9T00°0  €€9900°0  €GFZ00°0  T06900°0  ¥6G900°0  £69900°0  GL6G00°0  L6L900°0  €S8LET'T HASIN
(8G0¥10°0-) (GL6ST0°0-) (8€2€8€°0-) (£29957°0-) (060£50°0-) (96L681°0-) (LOVOET'0-) (£€£6¥C0-)
8002079 9TT6€6'LC 96F0FS'GT TIT9LE'ST  6VL6T6'ET  G6G6SLLT  66E6ECTC  €IEHTTLT 9PLSGTGI vg
(862700°0-) (616,00°0-) (IGTFIT°0-) (69096°0-) (FLLST0°0-) (T¥PE6£70-) (€988€0°0-) (658060°0-)
LLLETET- 96L09G°C- €09L9G°0- TLETCL'T-  GESVLT'C  LOTREC'Z-  SOSTFEI-  91892€°C- 006TTETI- &g/
(€69020°0-) (981820°0-) (9¥5L90°0-) (¥8L1€£°0-) (£21580°0-) (616L81°0-) (T¥865c0-) (LE68L0°0-)
€TOVLEOT  LLSTFT'ST 618CTV'E- CITT8R'ET-  6ELCOS'ET  €8IFL6'LT  FO9VSTOT- F89€G6'9T- C0STLE €T e/
(€02000°0) (92€120°0) (60T210°0) (S28¢20°0) (192500°0) (094650°0) (021H#00°0) (¥9.6€%°0)
0£LG99°C  STRISY'T  98TL6V'C  6986£0°C  GIE9E8'€  GGSVEV'T  TCFESOT  G6V66F0  LO9VEE'ST Ig/
(962000°0) (£59100°0) (€£0T200°0) (F00¥T0°0) (9007T00°0) (0¥2050°0) (L1¥200°0) (S89€10°0)
TOTO0L V- SLIT6V' V- LG9E68°G-  EIC8FP'P-  TE0920'G-  €CF6SYT-  €LTGTE'C-  GI66LY T~ 98C6TLT- 0g/
AN ddLr dIUICIN AXIr AICIN A1C HULIN  JUr HTIN  STULIdIR0D

(sesorpjuored ur seserq) joseje(] dSeuIR(] HJRIDITY I0J sonyes HSNH PUR SIUSIIFo0)) Pojewnisy § S[qe],



709

Jackknifed estimators in generalized linear models
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