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Abstract 

In today's pervasive online landscape, the escalating threat of cyberbullying demands advanced detection and 

mitigation tools. This study utilizes Natural Language Processing (NLP) techniques to confront this imperative 

challenge, particularly in the dynamic realm of social media, focusing on tweets. A comprehensive NLP-based 

classification methods is deployed to uncover instances of cyberbullying. Nine prominent machine learning 

algorithms are meticulously evaluated: Logistic Regression, Decision Tree, Random Forest, Naive Bayes, K-

Nearest Neighbor, Support Vector Machine, XGBoost, AdaBoost, and Gradient Boosting. Through the analysis, 

encompassing accuracy, precision, recall, and F1 score metrics, the study offers insights into the strengths and 

limitations of each approach. The findings carry profound implications for online user safeguarding and 

cyberbullying prevalence reduction. Notably, Random Forest and XGBoost classifiers emerge as pioneers with 

accuracy rates of 93.34% and 93.32%, respectively. This comparative research underscores the pivotal role of 

expert algorithmic choices in addressing the urgency of cyberbullying and has the potential to be a valuable 

resource for academics and practitioners engaged in combatting this pressing societal issue. 

 

Keywords: Cyberbullying, Machine Learning, Multi-Class Classification, Natural Language Processing 

(NLP). 

 

Siber Zorbalık Tespitinde NLP Tabanlı Makine Öğrenimi Algoritmalarının 

Performans Analizi 

Öz 

Günümüzün yaygın çevrimiçi ortamında, artan siber zorbalık tehdidi, gelişmiş tespit ve azaltma araçlarını 

gerektirmektedir. Bu çalışma, özellikle sosyal medyanın dinamik dünyasında, tweet'lere odaklanarak bu zorunlu 

zorlukla yüzleşmek için Doğal Dil İşleme (NLP) tekniklerinden yararlanmaktadır. Siber zorbalık örneklerini 

ortaya çıkarmak için kapsamlı NLP tabanlı sınıflandırma yöntemleri kullanılmıştır. Öne çıkan dokuz makine 

öğrenimi algoritması titizlikle değerlendirilmiştir: Lojistik Regresyon, Karar Ağacı, Rastgele Orman, Naive 

Bayes, K-En Yakın Komşu, Destek Vektör Makinesi, XGBoost, AdaBoost ve Gradient Boosting. Doğruluk, 

kesinlik, geri çağırma ve F1 puanı metriklerini kapsayan analiz aracılığıyla çalışma, her yaklaşımın güçlü 

yönlerine ve sınırlamalarına dair içgörüler sunmaktadır. Bulgular, çevrimiçi kullanıcıların korunması ve siber 

zorbalığın yaygınlığının azaltılması konusunda derin etkiler taşımaktadır. Özellikle Random Forest ve XGBoost 

sınıflandırıcıları sırasıyla %93,34 ve %93,32 doğruluk oranlarıyla öncü olarak ortaya çıkmıştır. Bu 

karşılaştırmalı araştırma, siber zorbalığın aciliyetine değinerek güçlü algoritmik seçimlerin önemli rolünün 

altını çizmekte ve bu acil toplumsal sorunla mücadele eden akademisyenler ve uygulayıcılar için değerli bir 

kaynak olma potansiyeline sahiptir. 

 

Anahtar Kelimeler:  Siber Zorbalık, Makine Öğrenimi, Çok Sınıflı Sınıflandırma, Doğal Dil İşleme (DDİ). 
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1. Introduction 

Bullying is any physical or verbal behavior that one person does to another person. This 

behavior is seen in almost every age group and is a serious social problem. On the other hand, 

Cyberbullying is the behavior done with various communication tools used on the internet. This 

type of behavior can be done in all kinds of social media, as well as frequently seen in social 

media [1]. Cyberbullying, which has increased a lot in recent years, has become difficult to 

prevent. Because the number of people using social media has increased considerably. Due to 

the increasing number of users and inadequate detection systems, this behavior, which annoys 

and humiliates other people, has unfortunately become unavoidable. There are two roles in 

cyberbullying. One of them is the person who is cyberbullying, and the other is the person who 

is suffering from this situation. Considering all types of cyberbullying, there may be various 

reasons behind the behavior of the person doing this job [2]. According to Xu et.al., there are 

many roles in cyberbullying: cyber bully, victim, accuser, advocate, reinforcer, bystander, 

reporter and the helper [3]. In order to solve this problem, automatic systems can be developed 

and relevant solutions can be created. Since written language is generally used in social media, 

the solution to the problem can be provided by natural language processing. It is very important 

to develop a system for detecting cyberbullying and for this system to prevent such bad events. 

Because the expanding number of social media users includes all kinds of people. In such 

systems, audits are usually carried out by a manager or a management team assigned to these 

tasks. However, it is really difficult to audit manually as it is a very large auditing environment 

[4]. 

One area that has seen extensive development over the years is natural language processing 

(NLP). Within the field of Natural Language Processing (NLP), diverse syntactic structures 

serve as pivotal tools for drawing conclusions or making assumptions in both multi-class and 

single-class research contexts, encompassing domains such as emotional states and textual 

representations of actions. Consequently, a myriad of scenarios emerges, each amenable to 

multiple methodological approaches. Accordingly, the employment of NLP based machine 

learning algorithms for classification purposes is deemed appropriate for scholarly inquiry. The 

comprehension of human language entails a nuanced progression through distinct stages akin 

to communicative interactions. These stages are systematically categorized to facilitate 

comprehensive analysis [5]. Numerous prominent corporations have successfully developed 

and implemented Natural Language Processing (NLP) systems, a trend that has witnessed 

widespread adoption within industrialized frameworks in recent years. Consequently, NLP has 

attained considerable reputation and effective, enabling the resolution of diverse challenges 

through automated systems, thereby obviating the necessity for traditional one-on-one customer 

service interactions and yielding notable time and cost savings. This paradigm shift has in turn 

allowed increased investment in research and the refinement of NLP system capabilities [6].  

There has also been a lot of work on cyberbullying and cyber violence [7]–[12]. While 

conducting the literature research, the methods that can be considered as closer as possible were 
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emphasized with the study conducted in order to make comparisons. The study mainly includes 

datasets and the methods used, as well as performance evaluation. 

In a study conducted for the detection of cyberbullying, 5453 tweets were tried to be made and 

a classification process was carried out by examining various variations such as baseline, 

personalities, emotion and sentiment. Values such as accuracy, f1-score, AUC were used as 

evaluation metrics. As a result of the study, about 90% success was achieved and the 

classification process was carried out. With the addition of an extended feature and the pre-

processing processes applied, the result has been improved [13]. Another study conducted in 

2019, dataset was taken from the site called Kaggle and the data obtained includes texts written 

on cyberbullying made on social media. The data was labelled and classified as cyberbullying 

or not cyberbullying, SVM and neural network were used for classification. It was determined 

that the neural network gave better results. Considering the scores obtained in the neural 

network in the 2-gram, 3-gram and 4-gram results, success rates above 90% were obtained [14]. 

Raza et al studied a dataset on the activities of PTA members on their website for cyberbullying 

in Japan. Using many machine learning methods for classification, the highest results were 

found with logistic regression to 82.7%. They then increased their success rate to 84.4% using 

supervised machine learning. In the study, it is stated that the main factor that leads to success 

is the voting classifier [15]. As another example of cyberbullying, pre-processing has been done 

for machine learning-based detection. Here, stop-word, repeating letters, punctuation, 

tokenization, Vector Space Model are used. In this way, the preliminary preparation necessary 

for the dataset to be evaluated, that is, for its classification, has been completed. The 

classification in the dataset has three classes that it is divided into positive, neutral and negative. 

Machine learning types used for classification are also SVM and Naive Bayes. As a result of 

the study, it is seen that the highest success rates are 89.54% in SVM and 73.03% in Naive 

Bayes [16]. Using multilingual data, [17] suggested a tailored deep network model to recognize 

and promote optimism in comments. Their approach obtained macro F1 scores of 75% for 

English, 62% for Tamil, and 67% for Malayalam using the CNN model by combining 

embedding from T5-Sentence. In another study the experiments made use of four deep learning 

models: RNN, LSTM, GRU, and BLSTM. In comparison to RNN, LSTM, and GRU, the 

BLSTM model was achieved the highest accuracy (82.18%) and the highest F1-measure score 

(88%) [18].  

2. Material and Methods 

Nine different machine learning algorithms were used in the study and the main purpose is to 

use too many algorithms and to determine which algorithm works better in such problems. It is 

inevitable to see what kind of results are obtained in a multi-class structure used in the dataset, 

and it will shed light when using it for other datasets. While evaluating the various classes in 

the dataset, both the display of weighted results and their performance on a class basis are 

shown. The dataset was taken from Twitter, which contains a large amount of data and is 

labeled. This data set has a 5-class structure and is multi-class. Since the classes are almost 

equal to each other, they are in a better position to give the results of the study. In the study, it 
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was used in pure form without any changes with the data. Then, using NLP methods, the texts 

in the dataset were made suitable for working with pre-processing. 

After the pre-processing processes, a wide variety of machine learning methods were used to 

classify the dataset using machine learning methods. Here, a multi-class dataset has been 

classified using many machine learning methods and the methods have been compared. No 

parameter changes were made in the machine learning methods used here and default values 

were used. Better results are likely to be found by performing cross-validation. What is seen as 

important here is to show which machine learning method performs better. 

The data set used in the study consists of tweets taken from Twitter. It contains 47 thousand 

tweets in total. The reason for choosing this data set is that multiple classes are evenly 

distributed in the data set. The dataset was accessed via the Kaggle site [19], [20]. Tweets 

related to cyberbullying were collected and labelled in the dataset. There is a balanced 

classification distribution, approximately 8 thousand of each class. You can see the percentage 

representation of the distribution in Figure 1. 

 
Figure 1. Distribution of classes in the dataset. 

The dataset includes a total of 5 classes: ethnicity, religion, gender, age and not_cyberbullying. 

Since it is not appropriate to share the word cloud content in the data, it is not included in the 

article. Basic pre-processing techniques used in natural language processing are used. Then, 

this data was divided into train and test sets and tested with many different machine learning 

algorithms. The flowchart of the study is given in Figure 2. 

 
Figure 2. Flowchart of the study. 
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2.1. Pre-processing 

This section employs classical natural language processing methods, as certain preliminary 

operations are requisite for accurate sentence classification within the dataset, thereby 

influencing the overall success of the classification endeavor. Specifically, the Natural 

Language Toolkit (NLTK) was employed for preprocessing tasks in the study [21]. NLTK, a 

comprehensive library, facilitates various operations including but not limited to eliminating 

redundant letters within sentences, performing lemmatization, and conducting tokenization 

procedures [22]. Due to its comprehensive features, NLTK is extensively utilized in various 

applications. The pre-processing methods employed in the study encompass: 

• Lower text: Convert all text to lowercase. This is done to ensure uniformity and avoid the 

model treating uppercase and lowercase versions of the same word differently. 

• Tokenize text [20] and remove punctation: Tokenization involves breaking down the text 

into individual words or tokens. Punctuation removal involves eliminating punctuation 

marks from the text. This step helps in creating a clean and standardized set of words. 

• Remove words that contain numbers: This step is often performed to focus on the textual 

content and remove any alphanumeric characters. 

• Remove stop words: Stop words are common words (e.g., "and", "the", "is") that are often 

removed from text data because they don't carry significant meaning for certain types of 

analysis. Removing them can reduce noise in the data. 

• Remove empty tokens: This step involves removing any empty tokens that might result from 

tokenization or other preprocessing steps. These empty tokens do not contribute to the 

analysis and need to be discarded. 

• Lemmatized text: Lemmatization involves reducing words to their base or root form. For 

example, "running" would be lemmatized to "run." This step helps in reducing words to their 

core meaning and can improve the consistency of the dataset. 

• Remove words with only one letter. Such words are often considered less informative and 

might not contribute much to the analysis. 

These methods are commonly employed to clean and prepare text data for analysis. The pre-

processing methods involved in preparing textual data prior to submitting it to machine learning 

techniques are intended to produce a purer and more uniform dataset, thereby enhancing its 

suitability for computational processing. These measures include removing unwanted 

characters, normalizing the text, and converting all words into lowercase. Depending on the 

unique features of the data and the objectives of the investigation, these methods may vary. To 

transform the text information into numerical vectors amenable to machine learning models, 

TFIDF (Term Frequency-Inverse Document Frequency) transformation is then applied before 

exporting the prepared data to the algorithm [14]. 

2.2. Machine Learning Algorithms 

Machine learning algorithms have been broadened to be widely evaluated. While evaluating 

machine learning in the study, both class-based achievements and weighted average results 

were shared. Machine learning algorithms are concluded with default values. Therefore, it is 

likely that better performances will emerge if the studies to be carried out are worked on. The 
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main purpose here is to reveal which algorithms should be used to approach the results in this 

problem and to solve the problem. Machine learning algorithms used in the study: 

• Logistic Regression (LR): Logistic Regression is a statistical and machine learning 

algorithm used for binary classification tasks, where the goal is to predict one of two 

possible outcomes (usually denoted as 0 and 1, or "negative" and "positive"). It's called 

"logistic" because it uses the logistic function (also known as the sigmoid function) to 

model the probability of the binary outcome. Logistic Regression is widely used in various 

fields, including healthcare (disease diagnosis), marketing (customer churn prediction), 

and natural language processing (sentiment analysis) [23]–[25].  

• Decision Tree Classifier (DTC): Decision Trees are a popular machine learning algorithm 

used for both classification and regression tasks. They are a powerful and interpretable 

model that makes decisions by recursively splitting the data into subsets based on the most 

significant features. Each split is based on a decision rule, creating a tree-like structure, 

hence the name "Decision Tree" [26], [27].  

• Random Forest Classifier (RFC): Random Forest is an ensemble machine learning 

algorithm that is widely used for both classification and regression tasks. It is built upon 

the foundation of Decision Trees and offers several advantages, including improved 

accuracy and reduced overfitting [28]–[31]. 

• Naive Bayes (NB): Naive Bayes is a simple yet effective probabilistic machine learning 

technique that is used for classification and, to a lesser extent, regression applications. It is 

founded on Bayes' theorem and makes the "naive" assumption of feature independence, 

which simplifies modeling and probability calculation [32]–[34]. 

• K- Nearest Neighbor (K-NN): A straightforward and user-friendly supervised machine 

learning technique for classification and regression applications is the k-Nearest Neighbors 

(K-NN) algorithm. Being a non-parametric method, it bases its predictions on how similar 

the data points in the training dataset are to one another. Based on the dominant class or 

average value of a data point's k-nearest neighbors, K-NN is used to categorize it or create 

a regression forecast [35], [36]. 

• Extreme Gradient Boosting-XGBoost (XGB): The class of gradient boosting algorithms 

includes sophisticated and extremely effective machine learning techniques like XGBoost. 

It is frequently employed for both classification and regression problems, and winning 

machine learning challenges on websites like Kaggle has often relied on it. XGBoost is 

renowned for its quickness, precision, and capacity for handling large, complicated datasets 

[37], [38] 

• Support Vector Machine (SVM): An effective and flexible machine learning approach 

called SVM is utilized for both classification and regression problems. When needing to 

determine a distinct border (hyperplane) between two classes or making predictions using 

sparse data, SVMs are especially useful [39]. 

• AdaBoost Classifier (ABC): AdaBoost, which stands for Adaptive Boosting, is an 

ensemble learning method primarily used for classification tasks. AdaBoost is known for 

its ability to improve the accuracy of weak learners (classifiers with limited predictive 

power) by combining them into a strong ensemble model. The algorithm adapts and assigns 

more weight to data points that are misclassified by previous weak learners [40]–[42]. 



Performance Analysis of NLP-Based Machine Learning Algorithms in Cyberbullying Detection 

 

 

                                                          
 

451 

• Gradient Boosting Classifier (GBC): Gradient Boosting is an effective ensemble learning 

technique that may be utilized for classification and regression applications. Gradient 

Boosting Classifier, a subset of this approach, focuses on classification challenges. It 

creates a powerful ensemble model by pooling the predictions of numerous weak learners 

(usually decision trees). The term "gradient" refers to the optimization of a cost function 

by gradient descent [43], [44]. 

Since many articles on how the machine learning methods used work are given with their 

formulas and usage logic, in this study only the scanned publications are shown by citing the 

researched articles. For detailed information, you can refer to the related articles. Since all these 
methods are used in the study and a multi-class dataset is used, both the class-based 

performance results and the weighted total performances of all of them are given. 

2.3. Evaluation Metrics 

Some performance metrics are needed to see how well machine learning techniques are working 

in the study. In this way, it is possible to make a comparison about which method works better 

than which method. The method to be used may not always be the highest accuracy value. 

Different algorithms that are problem and result-oriented can also be selected. The metrics used 

in the study are as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
                  (1) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
                                      (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃 

𝑇𝑃+𝐹𝑃
                                            (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                        (4) 

Accuracy (1) measures the proportion of correct predictions out of all predictions made by the 

model. It is a straightforward and intuitive metric, but it may not be the best choice when dealing 

with imbalanced datasets (datasets where one class is much more frequent than the other). In 

imbalanced datasets, a high accuracy can be misleading because the model may simply predict 

the majority class most of the time. The harmonic mean of precision and recall values is 

expressed by the F1-score (2). When measuring a model's performance, it offers a fair 

assessment that considers both false positives and false negatives. When trying to balance recall 

and precision, the F1 Score is especially helpful. When the cost of false positives and false 

negatives differs, it is a useful metric to employ. Precision (3), also known as Positive Predictive 

Value, is the fraction of true positive predictions (positive instances properly predicted by the 

model) out of all positive instances projected by the model. Precision indicates how well your 

model performs when it predicts a positive class and aids in the reduction of false positives. In 

simple terms, it measures the accuracy of the model's positive predictions. Recall (4), also 

known as Sensitivity or True Positive Rate, measures the proportion of true positive predictions 

out of all actual positive instances in the dataset. Recall tells how well the model captures 

positive instances, and it helps to minimize false negatives. In other words, it is a measure of 

how effectively the model can find all the positive instances [45]. To calculate all these 

parameters, a Confusion Matrix must be developed. A classification model's performance can 

be evaluated using a crucial tool called a confusion matrix, which is a tabular representation of 

the model's predictions against the actual outcomes for a given dataset. The accuracy of the 
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model and its ability to distinguish between different classes are determined by analyzing this 

matrix. It's a critical tool for evaluating the effectiveness of a classification model and knowing 

how well it classifies data items. The confusion matrix gives information about the accuracy, 

precision, recall, and other performance measures of the model. Receiver Operating 

Characteristic (ROC) curve is a graphical representation used to assess the performance of 

binary classification models, particularly when determining the trade-off between the true 

positive rate and the false positive rate at different classification thresholds. ROC curves are 

commonly used in machine learning and statistics to comprehend a model's discriminative 

capability and to compare the performance of various classifiers. 

3. Results and Discussion  

Since many different machine learning methods were used in the study, instead of giving the 

results of all of them one by one, they were given in combination. The order of giving is random 

and independent of the height of success. The class labels shown in the study are as follows: 

not_cyberbullying: 0, gender: 1, religion: 2, age: 3, ethnicity: 4. 

Table 1 displays the results of the evaluation metrics for each class and Figure 3 depicts the 

confusion matrices and ROC curves of nine machine learning methods employed in the study.  

Table 1. Evaluation Metrics Results of Methods. 

Classifier Classes 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 
Support 

L
o
g
is

ti
c 

 

R
eg

re
ss

io
n

 not-cyberbullying 88,93 78,75 88,93 83,53 2375 

gender 85,15 95,10 85,15 89,85 2371 

religion 94,51 96,28 94,51 95,39 2439 

age 96,08 96,28 96,08 96,18 2399 

ethnicity 97,72 98,09 97,72 97,90 2366 

D
ec

is
io

n
 T

re
e not-cyberbullying 83,12 80,80 83,12 81,94 2375 

gender 87,05 88,81 87,05 87,92 2371 

religion 94,26 94,53 94,26 94,40 2439 

age 96,62 96,78 96,62 96,70 2399 

ethnicity 97,25 97,67 97,25 97,46 2366 

R
an

d
o
m

  

F
o

re
st

 

not-cyberbullying 89,77 81,16 89,77 85,25 2375 

gender 84,23 94,55 84,23 89,09 2371 

religion 96,27 95,37 96,27 95,82 2439 

age 97,62 98,07 97,62 97,85 2399 

ethnicity 98,69 98,90 98,69 98,79 2366 

N
aï

v
e 

B
ay

es
 not-cyberbullying 88,93 77,42 88,93 82,77 2375 

gender 79,76 93,38 79,76 86,03 2371 

religion 94,38 93,01 94,38 93,69 2439 

age 96,71 96,95 96,71 96,83 2399 

ethnicity 94,72 96,22 94,72 95,46 2366 

K
-N

N
 

not-cyberbullying 95,16 21,65 95,16 35,28 2375 

gender 16,87 48,37 16,87 25,02 2371 

religion 2,79 87,18 2,79 5,40 2439 

age 7,04 97,13 7,04 13,14 2399 

ethnicity 18,22 99,31 18,22 30,79 2366 
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X
G

B
o
o
st

 

not-cyberbullying 90,53 80,19 90,53 85,05 2375 

gender 85,20 94,75 85,20 89,72 2371 

religion 94,96 96,14 94,96 95,54 2439 

age 97,21 98,31 97,21 97,76 2399 

ethnicity 98,65 99,07 98,65 98,86 2366 

S
V

M
 

not-cyberbullying 89,52 78,02 89,52 83,37 2375 

gender 83,55 95,79 83,55 89,25 2371 

religion 94,42 96,24 94,42 95,32 2439 

age 96,79 96,03 96,79 96,41 2399 

ethnicity 97,72 98,55 97,72 98,13 2366 

A
d
aB

o
o
st

 

not-cyberbullying 88,34 72,87 88,34 79,86 2375 

gender 76,13 96,11 76,13 84,96 2371 

religion 92,91 94,89 92,91 93,89 2439 

age 96,96 95,29 96,96 96,12 2399 

ethnicity 97,55 97,63 97,55 97,59 2366 

G
ra

d
ie

n
t 

B
o
o
st

in
g

 

not-cyberbullying 92,21 76,36 92,21 83,54 2375 

gender 82,58 95,89 82,58 88,74 2371 

religion 92,78 96,18 92,78 94,45 2439 

age 96,50 98,97 96,50 97,72 2399 

ethnicity 98,14 98,89 98,14 98,52 2366 

 

There are deviations in the findings of the not_cyberbullying class in the Logistic Regression 

and Decision Tree classifier results. Other classes have obviously demonstrated significant 

levels of accomplishment. The confusion matrix and ROC curve of Logistic Regression and 

Decision Tree is given in Figure 3 (i) and (ii) respectively. Random Forest classifier 

outperforms all other classifiers in terms of accuracy with 93,34% (Figure 3 (iii)). Naive Bayes 

shows that while it is expected to give better results in statistical results, it can also give good 

results in this problem. It makes sense to think that this may have value in terms of statistical 

approach and can be used as a detail to consider when performing feature extraction. Naive 

Bayes' results are given in Table 1 and confusion matrix and ROC curve in Figure 3 (iv). Naive 

Bayes is often used in the solution of statistical data due to its speed and simple use. However, 

since there is not much statistical data in the study, it is a little behind. One of the reasons for 

using it in the study is the thought that it will be useful in comparison with other studies since 

it is a frequently preferred algorithm. Surprisingly, the KNN algorithm produced really poor 

results (Figure 3 (v)). The results were extremely poor, of a type that might produce almost 

entirely misleading results. This demonstrates that an algorithm must be employed to solve this 

problem. XGBoost, which is commonly employed because it produces good results in machine 

learning competitions, produced the highest and best outcomes of any machine learning 

algorithm utilized in the study. It was the algorithm with the second highest accuracy, earning 

a score of 93.32% (Figure 3 (vi)). 

The Support Vector Machine algorithm was 92.42% accurate (Figure 3 (vii)). However, in 

terms of processing time, the model must be able to run for extended periods of time. This time 

is substantially shorter in other algorithms. As a result, instead of using this model, it would be 

more accurate to use other machine learning techniques. AdaBoost is a versatile and successful 
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method that is often utilized in real-world applications like face detection and text 

categorization. The findings of the not-cyberbullying class have lower results than other classes 

(Figure 3 (viii)). Gradient Boosting is a powerful ensemble method that often outperforms 

AdaBoost. The confusion matrix and ROC curve of Gradient Boosting is given in Figure 3 (ix). 

 
Figure 3. Confusion matrix (a) and ROC curve (b) of algorithms: (i) Logistic Regression, (ii) 

Decision Tree, (iii) Random Forest, (iv) Naïve Bayes, (v) K-NN, (vi) XGBoost, (vii) SVM, 

(viii) Adabooost, (ix) Gradient Boosting. 

Table 1 previously provided the success metrics of the classifiers for five classes. Table 2 also 

displays the weighted metric findings for each classifier employed in the study. The authentic 

accuracy levels of all of the five classes are represented by these weighted metrics in Table 2. 

When all of the results are compared, the Random Forest and XGBoost algorithms yield the 

best accuracy. Due of its high success rate, XGBoost has been utilized a lot in recent years. 

Researchers frequently utilize it because of its capacity to classify large amounts of data quickly 

and efficiently. Weighted accuracy value was found 93,32% with XGBoost and 93,34% with 

Random Forest. The highest precision value was found in XGBoost, which is 93,71%. The 

highest recall value was on Random Forest at 93,34% and followed by XGBoost at 93.32%. 

The F1-Score metric shows the harmonic mean of precision and recall values. A high F1-Score 

indicates that both precision and recall are balanced. The XGBoost model has the highest F1-
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Score with 93,40%. The method with the lowest results is KNN with 27.85% weighted 

accuracy. 

In terms of F1-Score, XGBoost slightly outperforms Random Forest (93.40% vs. 93.38%). 

Because of its adaptability, speed, and performance, XGBoost has become a go-to solution for 

many machine learning practitioners. It is especially well-suited for structured data and is 

frequently utilized in real-world applications across multiple areas. Random Forest is a versatile 

and powerful algorithm that is widely employed in a wide range of applications. 

Table 2. Weighted metric results of all classifiers. 

Classifier 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

Logistic Regression 92,49 92,92 92,49 92,59 

Decision Tree 91,68 91,74 91,68 91,71 

Random Forest 93,34 93,62 93,34 93,38 

Naïve Bayes 90,93 91,41 90,93 90,98 

K-NN 27,85 70,85 27,85 21,81 

XGBoost 93,32 93,71 93,32 93,40 

SVM 92,42 92,94 92,42 92,52 

AdaBoost 90,40 91,38 90,40 90,51 

Gradient Boosting 92,45 93,28 92,45 92,61 

 

Many machine learning algorithms have been included in the study and have been examined in 

many ways. The studies were aimed to find a result such as which one should be preferred for 

this problem. It sheds light on how subsequent similar problems should be solved with which 

algorithms. Default values were used intentionally in the study so that it was possible to observe 

which algorithm was better in a fundamental sense. 

4. Conclusion 

A large-scale dataset related to cyberbullying was discussed in the study. The dataset consists 

of five different classes. The distribution of the classes in the dataset is roughly equal. This 

makes it possible to more accurately assess how the study affected the overall success. There is 

no missing or unlabeled data in the dataset. As a result, neither additions nor subtraction were 

required. Feature extraction was done prior to the dataset being inserted into machine learning 

algorithms. For natural language processing tasks like tokenization and lower case, this 

procedure is widely utilized. It is a process that simplifies the tweets and ensures that the 

processes yield better results. It was then fed into machine learning algorithms after the required 

preparations were finished. Numerous machine learning algorithms were contrasted and 

discussed among themselves. It was determined that the Random Forest Classifier and 

XGBoost algorithms had the best success rates. 
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Random Forest is an ensemble learning model that trains many decision trees independently on 

subsets of the data. The final predictions are made by averaging or taking the majority of the 

predictions from individual trees. XGBoost similarly is an ensemble learning model, but it 

builds trees sequentially and focuses on correcting what previous trees have learned. It operates 

using the gradient boosting method and iteratively works to optimize the loss function. 

XGBoost tends to be faster than Random Forest. The sequential learning approach of gradient 

boosting can make the error reduction process more efficient. However, both models perform 

well on large datasets and in high-dimensional feature spaces. XGBoost provides more 

hyperparameter tuning options, allowing for better customization of the model. This provides 

flexibility but may require more attention. Random Forest generally requires fewer parameter 

adjustments and is simpler to use. Random Forest often exhibits a tendency towards overfitting, 

especially when including a large number of trees. XGBoost includes regularization terms and 

adjustments for tree size, providing better control over overfitting. 

It was focused on vectorizing words, utilizing TFIDF to concentrate on the syntactic features 

of the words. However, future studies could enhance this approach by incorporating various 

word embedding methods such as word2vec, fastText, and GloVe, which consider the semantic 

properties of words. Additionally, integrating deep learning networks could provide more 

robust and comparable results. Similarly, the classification performance of large language 

models could be evaluated. 

The goal of the study is to identify the optimal algorithmic technique for this particular problem, 

which is why numerous machine learning algorithms are used. This makes it possible to decide 

which algorithm to concentrate on when carrying out improvement experiments. Default 

parameters were utilized while applying machine learning methods. Based on weighted metrics, 

the Random Forest algorithm had the greatest Accuracy of 93,34% and the XGBoost algorithm 

had the highest F1 score of 93,4%. In general, all algorithms were discussed and the best one 

was revealed in the study. 

In conclusion, both models demonstrate strong performance, but the choice between them 

depends on the specific application and dataset. While Random Forest may be simpler to use, 

XGBoost offers more parameter tuning options and often achieves higher performance. 
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