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ABSTRACT

Modeling the number of air passengers correctly is essential for management policy in the 
global world. Based on seasonality (depending on the season of the year), data about the 
number of air passengers are heteroscedastic. Heteroscedasticity violates “Homoscedastici-
ty” which is one of the central assumptions of linear regression analysis. In this study, a new 
weighting approach called “Weighting Absolute Centered External Variable” (WCEV) is ap-
plied to the Turkish total monthly air passenger’s data to obtain correct statistical inference 
and forecasting. Besides scatter plot months vs. studentized residuals, the homoscedastici-
ty assumption is checked with the studentized RCEV test as well. Consequently, the WCEV 
method is shown superior performance against multiple linear regressions and exponential 
weighted moving average (EWMA) methods. The study also provides insights into the sea-
sonal patterns of air passenger demand in Turkey, with passenger mobility increasing in the 
last quarter of each year and the lowest demand in January and February. This information 
can be used to optimize airport and airplane maintenance schedules and increase capacity 
during peak months.
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INTRODUCTION

Air transportation has been a driving power of eco-
nomic and social development [1–3]. Furthermore, the 
growth of the aviation industry enhances the trade develop-
ment in a country, in turn; it provides a great deal of contri-
butions to its wealth [4]. However, unqualified employees, 

inadequate ground operations, and political and economic 
conflicts have negative effects on civil aviation. In addition, 
poor service quality [5], trade barriers [6], ticket prices 
[7], competition with high-speed trains [8], market shocks 
and terrorist attacks [4] or pandemics -like Covid-19- cre-
ate undesired impacts on air transportation industry. The 
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COVID-19 pandemic has had a significant impact on air 
passenger demand, causing a sharp decline in the number 
of air traveling demands. Despite the pandemic, air passen-
ger demand is expected to grow steadily in the long term 
due to factors such as rising disposable incomes, the growth 
of international trade, and the increasing popularity of air 
travel among the middle class. In conclusion, air passenger 
demand is a critical aspect of the aviation industry, driv-
ing growth and development but also presenting significant 
challenges that must be addressed. As the world emerges 
from the pandemic and the aviation industry adapts to the 
new normal, it will be essential to balance growth with sus-
tainability and address the economic and social impacts of 
air travel. Thus, accurate demand forecasting models could 
minimize the mentioned social, economic, and political 
effects. 

Demand forecasts reduce stakeholders’ risks and cre-
ate accurate transportation systems [9]. Demand forecast-
ing is critical in airport operations to manage immediate 
operational reflections [10,11]. The consequence of oper-
ating inaccurate forecast models falls into several factors 
such as capacity optimization faults, increased operation 
costs, airport accumulation, and customer dissatisfaction. 
In this regard, managers, policy makers, and airport plan-
ners should be able to use a simple and efficient forecasting 
model to take necessary precautions. Long-term and short-
term strategic transportation plans [12] -with accurate 
forecasting models- play a primary role in the air transport 
market, where volatility and risk are high. 

Some discussions about demand forecasting can be seen 
in Hakim & Merkert [9], Wang & Song [13] and Wang & 
Gao [14]. Moreover, for macro (overall sales projections for 
strategic planning) or micro level (day to day or hour to 
hour) planning approaches and analysing methods we rec-
ommend to the readers detailed review [15]. 

In this study, we create a robust forecasting model 
for the demand of air the number of passengers, using a 
weighted regression model that has never been cited in the 
air transportation studies. 

To sum up, our major research questions are: 
• Can we provide a simple and efficient model for policy 

makers and airport planners?
• Is our model providing linear regression assumptions?
• Does a Weighted Regression model show a satisfying 

forecasting performance for the demand for the total 
number of air passengers per month? 
The parts of the study are as follows: In the section 2, 

brief literature on air passenger demand forecasting was 
introduced. In the section 3, methodological approach used 
in the study was clarified. The data were presented data in 
the section 3. As for the section 4, analysis, results, and 
forecast results were presented. The final section is devoted 
to the evaluation of the research results, conclusions, and 
future research suggestions.

LITERATURE REVIEW

The studies about the air passengers’ demand of gen-
erally focus on developed countries and especially due to 
their aviation history on the United States and the United 
Kingdom. Asia and in Africa focused studies provide 
insight on developing industries as well [16]. Thus, the 
developments in this field can be easily examined. 

In the literature review, demand modeling approaches 
are generally categorized under three different headings: 
time series based, artificial intelligence-based, and linear 
regression-based approaches.

Regarding time series-based approach; Pitfield [17] 
modelled air passengers of United Kingdom with autore-
gressive integrated moving average (ARIMA). Bermúdez 
et al. [12] forecasted United Kingdom monthly air pas-
senger data with additive Holt–Winters and maximum 
likelihood methods. Since the usage of the Holt–Winters 
forecasts inappropriate with sessional data, they trans-
formed stochastic part of the data and the model provided 
homoscedastic, uncorrelated, and multivariate normal dis-
tributed residuals. Gelhausen et al. [18], forecasted German 
air passenger demand with co-integration theory-based 
model and compared with the classical four-step forecast-
ing model. Additionally, they supported model success with 
the Brexit effect on traffic volume for German airports. 
Karlaftis [19] used the dynamic TOBIT model to estimate 
the monthly number of passengers of Corfu airport. In this 
study, Karlaftis underlined the accurate modelling for air-
ports with high seasonal volatility. 

Considering the hybrid artificial intelligence approach, 
Ming et al. [20] built a Hybrid ARIMA-SVMs model to pre-
dict multistep-ahead air transportation demand. However, 
the overtraining of the Support Vector Machine (SVM) got 
worsened the predictive performance of the hybrid ARIMA-
SVM model. Carson et al. [21] compared aggregate and dis-
aggregate air travel demand forecasts with quasi-aggregating 
individual markets (quasi-AIM) approach and forecasted 
monthly US civil aviation data. But data showed heteroge-
neity so, their disaggregate model outperformed to other 
models. According to Xiao et al. [22] decomposed data into 
three parts: seasonal, trend and irregular components. The 
model is composed of three parts too: generalized regres-
sion neural network (GRNN), singular spectrum analysis 
(SSA), and radial basis function networks (RNFNs). Their 
ensemble model overachieved in forecasting HKIA air 
passengers. Xiong et al. proposed an integrated approach 
using the MI-SVR machine learning model to predict air 
passenger traffic at Shanghai Pudong International Airport. 
The model incorporates key influencing factors based on 
mutual information, resulting in improved prediction 
accuracy compared to conventional methods [23]. Tang et 
al. developed a model to forecast short-term daily passen-
ger traffic at a major airport terminal in China during the 
COVID-19 pandemic, which reduces model error by 27.7% 
compared to a baseline model and provides implications 
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for airport operations [24]. In their study, Jin et al. (2020) 
evaluate various forecasting techniques, including ARIMA, 
ARMA, and machine learning, and propose that a hybrid 
approach using variational mode decomposition (VMD), 
ARMA, and kernel extreme learning machine (KELM) 
provides the most accurate predictions for future passenger 
traffic at three major Chinese airports [25].

Regarding linear regression-based forecasting, Abed et 
al. [26] used stepwise regression method in order to mod-
eling Saudi Arabia’s international air passengers demand. 
They tried to prevent multicollinearity, and they examined 
the variable relationships with 4 different models. It was 
revealed that total expenditures and the population were 
the most important variables that affect international flight 
demand in the country. Aderamo [27] analysed effecting 
factors of Nigerian domestic air transport demand with 
multiple linear regression method. He underlined that gov-
ernmental support to improve air transportation systems 
in developing countries. Baikgaki [28] obtained a linear 
regression model for Republic of South Africa’s domestic 
air passengers demand. They used stepwise regression to 
solve the multicollinearity problem. Sivrikaya and Tunç 
[29] forecasted domestic air passenger demand of Turkey 
for city pairs with a semi-logarithmic regression model. 
The adjusted R squared score of the model was 86.4%. The 
authors emphasized the potential of air travel demand fore-
casting for a new airport. Hakim and Merkert investigated 
the factors influencing air transport demand in South Asian 
nations between 1973 and 2015 using fixed-effects models 
and a three-step error correction model [9]. Naghawi et al. 
developed an econometric air passenger demand model in 
Jordan with 6 demand determinants using stepwise regres-
sion and multiple linear regression analysis with annual 
data from 2006 to 2017 [30].

In the literature review, we realized that air passen-
ger data are irregular, high volatile and seasonal [31]. As 
stated Karlaftis [19], correct and unbiased forecast models 
become more significant in touristic regions like Antalya, 
İzmir or İstanbul. Air traffic or demand forecasting with 
daily and weekly data is more troublesome compared to 
monthly data as well [17]. However, the demand of fore-
casting the seasonal, auto-correlated, and non-station-
ary data is troublesome for artificial intelligence-based or 
econometric-based approaches. But adding seasonal dum-
mies to model improve forecasts [32], and simple models 
give better results compared to complex models and exter-
nal factors [33,34].

In the literature review, we have not found any similar 
application with Weighting Absolute Centered External 
Variable Method (WCEV) [35] forecast the demand of air 
the number of passengers, except WCEV method was suc-
cessfully applied International airline passengers-(monthly 
total from jan 1948 to dec 1960) in [35] (data is available 
at https://www.kaggle.com/datasets/andreazzini/interna-
tional-airline-passengers). The study does not contain fore-
casting. As a different approach to modeling air passenger 

demand, this study contains a forecasting model in which 
the months are independent variables and the total num-
ber of air passengers per month is dependent variable. 
Additionally, we eliminated the external factors and sea-
sonality with a trend variable. Normality assumption is 
checked with the histogram of Studentized residual and 
homoscedasticity assumption is checked with studentized 
residuals plots [36] and studentized RCEV test [37].

MATERIALS AND METHODS

Data Description
The contributions supplied by the state to the avia-

tion industry have provided strong growth in the aviation 
industry in recent years in Turkey. Turkish air transpor-
tation industry has still been developing greatly [38]. The 
development of the last fifteen years is a result of the lib-
eralization of the markets. In this context, geographical 
position, growth potential and touristic attraction provide 
momentum to Turkey with its technological support, such 
that purchasing tickets, booking and check-in can be easily 
carried out from the websites of companies or other e-com-
merce websites. For example, liberalization in Turkish Civil 
Aviation has been a driving force in industry growth with 
its annual average 10% since 2003 [29].

The General Directorate of Turkish State Airports 
Administration (TSAA) has been serving the civil aviation 
of Turkey since 1933. After the year 2003, when domestic 
flights opened to competition of private airways, there has 
been an enormous increase in the total numbers of passen-
gers, flights, number of destinations, and operating compa-
nies. The total number of destinations in 2014 was 53 from 
7 centers with 6 airway companies for domestic flights and 
237 from 108 countries for international flights. TSAA 
forecasted the total number of passengers 238 million for 
2020 and 247 million for 2021, including direct transit pas-
sengers. Therefore, we should create accurate and simple 
models in order to manage air transportation potential. We 
obtained the data from the monthly reports of TSAA.

Methods
Regression analysis is well-known method in the statis-

tics. Normality, homoscedasticity, uncorrelated residuals, 
and independent variables are the basic assumptions in 
classic linear regression analysis [39,40]. Homoscedasticity 
is one of the classical linear regression analysis assumptions. 
The homoscedasticity assumption is a central assumption 
of linear regression theory [41]. The distribution theory and 
statistical inference based on confidence intervals and tests 
of hypotheses are valid and meaningful only if the standard 
linear regression assumptions are satisfied [35]. Therefore, 
checking the homoscedasticity assumption is vital in linear 
regression analysis.

In this study we checked normality of residuals and 
outliers with the histogram of the studentized residuals; 

https://www.kaggle.com/datasets/andreazzini/international-airline-passengers
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homoscedasticity is checked with studentized RCEV test 
and scatter plots of studentized residuals vs months (as 
stated by Bischof et al. [42], if model specified correctly, 
studentized residuals are homoscedastic). The model suffi-
ciency is evaluated with the F test, adjusted R2, and standard 
errors. For extended information and application codes we 
encourage readers to Çelik’s studentized RCEV test devel-
opment study [37] and WCEV studies [35,36]. Some simu-
lation of applications of the WCEV and Studentized RCEV 
test can be seen in Çelik [36,37] respectively.

Weighting Absolute Centered External Variable (WCEV) 
Method

WCEV algorithm [35,36] that corrects heteroscedasticity 
is given below. For the regression model given in equation 1,

  (1)

Ordinary least squares (OLS) parameter estimates, fit 
values, and residuals are obtained by , 

 and  respectively. Data is sorted by fit-
ted values ascending order (In time series data is sorted 
by months ascending order). The external variable d is 
demonstrated as  in sorted data, where d 
denotes the external variable and n denotes the sample size. 
The regressing external variable on absolute residuals  or 
is given below

  (2)

Where  denotes standard deviation of estimates and α1, 
α2 are parameters to be estimated. As stated in Carroll and 
Ruppert [43] squared residuals can be thought of as estimates 

of the variance and absolute residuals can be thought of esti-
mating relative standard deviations. Squared residuals can 
also be used in this step. The first-order derivative of this 
function with respect to the external variable d is 

  (3)

The point that makes the derivative function equal to 
zero is the widest vertically part of the BDR surface. This 
point is called the nodal point of absolute residuals. Nodal 
point is obtained by setting the derivative equal to zero and 
solving for d:  

  (4)

where  is the nodal point estimation (dotted line in 
Figure 1-a and 1-b). The transformed centred external vari-
able with respect to nodal point is given in equation 5.

  (5)

where oi denotes centred external variable. The weight 
estimations are obtained by taking absolute values of the 
centred external variable as in equation 6.

  (6)

where  denotes weight estimation, |oi| denotes the 
absolute value of oi and γ denotes a scalar that maximizes 
log likelihood functions is given in equation 7 along a grid of 
values in a range of interest under the normality assumption.

   (7)

Figure 1. Graphically WCEV.
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Where, MSEw denotes the mean square error as in 
equation 9, n denotes sample size, and k is the number of 
parameters to be estimated. Finally weighted least squares 
are performed as in equation 8.

   (8)

Where, .

  (9)

   
(10)

As Stated by Son and Kim [44], WCEV is superior to 
other robust estimation methods because WCEV provides 
the less auto-correlated residuals, smaller CV and RMSE 
than other traditional estimation methods. Since WCEV 
does not violate regression assumptions and is applicable 
to data with various heteroscedasticity types, WCEV can be 
practically used in correcting heteroscedasticity problems. 
In particular, WCEV provides more robust estimations 
when the variance of residual is a function of explanatory 
variable whose grid values are not smooth. Figure 1 shows 
how the WCEV method works. 

RCEV Heteroscedasticity Test Based on the Studentized 
Residuals (Studentized RCEV) Test

The studentized residuals have a mean value of 0 and a 
variance of 1 [45]. For the regression model in equation 1 
OLS parameter estimates, fit values, raw residuals and are 
obtained by matrix form follows as:

  (11)

  (12)

  (13)

The vector of the studentized residuals r is obtained by 
the follow equation:

  (14)

where hii’s are diagonal elements of H and 

  where k denotes the number of parame-

ters to be estimates and n denotes the number of observations 
in the model. After obtaining studentized residuals, then 
RCEV studentized test is performed for auxiliary regression: 

  (15) 

where a denotes intercept, γ denotes the slope parame-
ter (Figure 1-c), and |oi| denotes absolute transformed cen-
tered external variable as in equation 5.

Now the interest is whether slope of Equation 15 γ = 
0 or not. If γ = 0,  residuals are 
homoscedastic, otherwise residuals are heteroscedastic. 

Hypotheses: 

Homoscedasticity
 

Heteroscedasticity
Significance of γ is tested by the t-test by:

  (16)

In this test, where  ;  

and .

For  or  homosce-
dasticity assumption is valid and α/2 homoscedasticity 
assumption is valid. The flow diagram of the application is 
given below:

Figure 2.  Flow diagram of application.
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Our study contains a forecasting model in which the 
months are independent variables with a trend variable 
and the total number of air passengers per month is the 
dependent variable. We also used a linear regression model 
to forecast monthly total passengers from February 2017 
to December 2018. Specifically, the approach recently pro-
posed by Çelik [35] to solve heteroscedasticity problem in 
linear regression models and to obtain a robust model.

RESULTS AND DISCUSSION

In this study, at the first step, we built an Ordinary Least 
Squares (OLS) regression model. Since regression assump-
tions are not provided, the WCEV weighting method is 
applied. According to the model used in this study, inde-
pendent variables refer to months (X) and dependent vari-
able (Y) refers to total monthly air passengers. The equation 
is given in (17).

  (17)

Figure 3 represents the variation in the total monthly 
number air of passengers of Turkey from January 2007 to 
December 2018. The total numbers of passengers increased 
year by year. When we examined the data, we realized that 
the number of air passengers demanding flight seemed to 
be accelerated in the months of October, November, and 
December. Parameter estimations and statistics of OLS and 
WCEV are given in Table 1. In our model, we avoided a 
dummy variable trap by selecting December as the refer-
ence month. For this reason, β coefficient of the November 
is not significant with respect to the reference month. The 
coefficient of the other variables and trends are significant. 

The adjusted R2 of the model was 92.01%. The signifi-
cance of the dummy variables was evaluated according to 

the reference month. The variations in the accumulated 
number of passengers per-month are significant, except 
for November, which that means the mobility of number 
of air passengers are the same in November and December 
in Turkey.

From the histogram of Figure 4 (left side), it can be 
concluded that, OLS provides the normality of the resid-
uals. According to the studentized RCEV test of the OLS 
model in Table 1, and scatter plot of the residuals against 
month (Figure3 right side) homoscedasticity assumption 
is violated. Scatter plots of studentized residuals vs months 
indicates butterfly distributed residuals pattern, which is a 
particular type of heteroscedasticity.

Graphical analysis of the residuals demonstrates that the 
normality assumption is provided (Figure 4). According to 
the studentized RCEV test, it was found that the homosce-
dasticity assumption was ensured and the butterfly distrib-
uted residuals problem is eliminated. Also, the distribution 
of residuals indicates that the weighted model’s residual dis-
tribution is closer to the normal distribution compared to 
OLS residuals. Monthly and yearly increases demonstrate 
that the weighted model can be more efficient and so, fore-
casting results can be more accurate.

Forecasting Results
Demand forecasting is a major topic for strategic plan-

ning and policy making [15]. A lot of paper modeled air 
transport demand based on demographic factors, socio-eco-
nomic and competition factors [14]. Differently, our study 
focuses on the data of passengers who are demanding 
flights monthly. Thus, other variables are shown with the 
trend and error variables in the model. Additionally, all air 
passenger data analyzed instead of a single airport data. In 
this way, it is aimed to formulate the general lines of avia-
tion policies more easily. 

Figure 3. Total monthly passengers according to months of years
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Figure 5. Histogram plot and studentized residuals and scatter plot of studentized residual vs months of the WCEV.
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Figure 4. Histogram plot and studentized residuals and scatter plot of studentized residual vs. months of OLS.

Table 1. Regression analyses results of OLS and WCEW

The OLS Regression Model WCEV Regression Model

Variables  β Coefficient S.E. β Coefficient S.E.
(Constant) 86.328*** 4.548 85.279*** 6.074
January -107.064*** 5.636 -107.227*** 7.868
February -101.276*** 5.635 -101.578*** 7.460
March -94.611*** 5.634 -95.090*** 7.049
April -85.788*** 5.634 -86.464*** 6.641
May -73.193*** 5.634 -73.286*** 6.242
June -62.400*** 5.783 -61.448*** 5.985
July -47.881*** 5.634 -48.524*** 6.198
August -34.319*** 5.634 -34.816*** 6.597
September -25.828*** 5.634 -25.68*** 7.006
October -15.232** 5.635 -15.142** 7.417
November -4.911 (p=0.385) 5.636 -5.035 (p=0.521) 7.826
trend 6.136*** 0.399 6.176*** 0.244
Studentized RCEV Test 
Results

P value < 0.000 
Decision: Heteroscedastic residuals 

 
P value= 0.144
Decision: Homoscedastic residuals 

Analysis of Variance Results: F=122.93<0.000. Significance: *p<0.10, **p<0.05, ***p<0.001.
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Figure 6. Forecast results of the EWMA models for comparison with WCEV.

Table 2. Comparison of forecast results

Date Real Value WCEV EWMA(3) EWMA(4)
2016-12 193.045 146.535 [143.418; 149.651] 132.627[125.131; 140.123] 129.896[122.400; 137.392]
2017-1 11.495 39.803 [36.686; 42.920] 190.247[182.751; 197.743] 133.432[125.937; 140.928]
2017-2 22.528 46.007 [42.890; 49.124] 17.074[9.578; 24.569] 183.173[175.677; 190.669]
2017-3 35.355 52.989 [49.872; 56.106] 30.336[22.840; 37.832] 38.623[31.127; 46.119]
2017-4 50.123 62.107 [58.990; 65.224] 34.262[26.766; 41.758] 20.951[13.455; 28.447]
2017-5 66.866 75.838 [72.721; 78.955] 48.859[41.363; 56.355] 33.521[26.025; 41.017]
2017-6 83.963 88.177 [85.60; 91.294] 65.423[57.927; 72.919] 48.010[40.514; 55.506]
2017-7 105.257 101.628 [98.511; 104.745] 82.414[74.918; 89.910] 64.461[56.965; 71.957]
2017-8 126.968 115.9 [112.783; 119.017] 103.499[96.003; 110.995] 81.528[74.032; 89.024]
2017-9 146.832 125.532 [122.415; 128.649] 124.998[117.502; 132.494] 102.198[94.702; 109.694]
2017-10 164.577 136.566 [133.449; 139.683] 144.928[137.433; 152.424] 123.836[116.340; 131.332]
2017-11 178.851 147.229 [144.112; 150.346] 162.855[155.359; 170.350] 143.965[136.469; 151.461]
2017-12 173.744 152.715 [149.598; 155.832] 177.385[169.889; 184.881] 162.007[154.511; 169.503]
2018-1 14.749 45.983 [42.866; 49.100] 173.324[165.828; 180.820] 176.696[169.200; 184.192]
2018-2 27.818 52.187 [49.070; 55.304] 22.264[14.768; 29.760] 173.658[166.162; 181.154]
2018-3 43.121 59.169 [56.052; 62.286] 34.501[27.005; 41.997] 38.525[31.029; 46.021]
2018-4 60.057 68.287 [65.170; 71.404] 41.822[34.326; 49.318] 25.951[18.455; 33.447]
2018-5 78.056 82.018 [78.901; 85.135] 58.581[51.085; 66.077] 40.930[33.434; 48.426]
2018-6 97.623 94.357 [91.240; 97.474] 76.456[68.961; 83.952] 57.628[50.132; 65.124]
2018-7 120.281 107.808 [104.691; 110.925] 95.903[88.407; 103.399] 75.477[67.981; 82.973]
2018-8 143.066 122.08 [118.963; 125.197] 118.347[110.851; 125.843] 94.826[87.330; 102.322]
2018-9 163.834 131.712 [128.595; 134.824] 140.985[133.489; 148.481] 117.024[109.528; 124.520]
2018-10 182.543 142.746 [139.629; 145.863] 161.839[154.343; 169.335] 139.780[132.284; 147.275]
2018-11 196.481 153.409 [150.292; 156.526] 180.735[173.239; 188.231] 160.837[153.341; 168.333]
2018-12 210.498 158.895 [155.778; 162.012] 194.986[187.490; 202.482] 179.828[172.332; 187.323]
Correlation Coeff. 0.996*** 0.636*** 0.001(ns)
T-test for difference 1.498 (df: 24, sig: 0.147) 0.313 (df: 23, sig: 0.757) 0.509 (df: 23, sig: 0.615)
MAD 21.797 30.601 72.785
RMSE 25.718 52.091 82.033
Significance: * p<0.10 ** p<0.05 *** p<0.001. MAD: Mean Absolute Deviation; RMSE: Root Mean Squared Error.
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In this section, the WCEV and EWMA methods in the 
weighted estimation methods are compared. The EWMA 
method is a control procedure, and it is highly effective 
in detecting systemic changes in continuous variable pro-
cesses. The method makes a continuously updated predic-
tion by assigning a certain weight to the current observation 
values and previous observation values [46]. The method 
reduces the impact of previously observed data while plac-
ing more emphasis on the most recent observations. This 
makes it faster and more accurate in detecting systemic 
changes in the process. The EWMA method is particularly 
useful in many areas of industrial applications, such as qual-
ity control and process control. Compared to other control 
chart methods where the previous observation values are 
associated only with the latest value, the EWMA method is 
more precise and faster. Therefore, the EWMA method is 
a valuable tool for monitoring and controlling continuous 
variable processes in industrial applications [47].

Figure 6 displays the compatibility between the fore-
casted values and the real values. The forecasted values are 
obtained using 3 and 4 lag EWMA models with the WCEV 
method. As evident from the graph, the forecasting results 
obtained using the WCEV method is closer to the real val-
ues. Further detailed comparison results can be found in 
Table 2. As Stated by Son and Kim [44], WCEV is supe-
rior to other robust forecasting methods because WCEV 
provides the less auto-correlated residuals, smaller CV and 
RMSE than other traditional estimation methods. 

When the values in the table are examined, it can be 
observed that the WCEV method provides forecasts with 
a higher confidence level. The RMSE and MAD values also 
indicate a lower deviation compared to the EWMA meth-
ods. Mean for real values and forecasts are 103.635 and 
97.945; standard deviations are 62.286 and 97.945 respec-
tively. The correlation with real and forecast values is very 
high (0.996). The mean difference of real and forecasted 
values is not significant as well. Also, the mean absolute 
deviation and root mean squared error values are smaller 
than EWMA (3) and EWMA (4). Although, data is highly 
volatile, successful forecast results are obtained. 

CONCLUSION

Given all applications of new techniques for modeling 
research in the air transportation industry, the smallest 
improvements can provide a great competitive advantage 
among players. In this industry, where even the small-
est costs are calculated, any contribution is welcomed to 
reach more accurate demand forecasts. Furthermore, in 
areas with high investment costs, especially in the aviation 
sector, modeling errors may cause great economic losses. 
However, we observed that the simplest, most accurate, and 
useful models are preferable.

Recently, hybrid and weighted methods have been com-
monly preferred. However, hybrid methods generally com-
plicate the modeling of the process and make it difficult to 

interpret the coefficients of the variables in the obtained 
models. Instead, it would be beneficial to use more prac-
tical, understandable, and simple models. The WCEV 
method is one of these simple methods, which is a weighted 
regression model. 

This study provides a detailed description of the steps 
followed to develop a weighted econometric model of air 
travel demand in Turkey. The model analyses the number 
of air passengers as a function of months try forecasting the 
number of air passengers by establishing a statistical rela-
tionship between the air passengers and months. 

To compare the models, whether the model obtained 
satisfies the statistical criteria were evaluated with the RCEV 
test and graphically. The model obtained by the WCEV 
method is excellent in terms of goodness-of-fit criteria; 
there is no heteroscedasticity and multicollinearity prob-
lem. Weighting according to months in the model ensured 
that the model produces more accurate forecast results 
than the EWMA methods and all regression assumptions 
provided. It has been understood that the results are more 
robust and reveal narrower confidence intervals. 

One of the prominent findings of the study is that the 
passenger mobility increases at the last quarter of each year 
for Turkey. Furthermore, Turkey’s total monthly number of 
passengers is the lowest in January and February. When this 
information is taken into account, the necessity of weight-
ing is revealed. As a result, the WCEV method produced 
better results compared to the classical OLS model. 

The second finding of the study is that January or 
February can be the best time period for the heavy main-
tenance of airports and airplanes with the lowest air 
passenger demand in Turkey. Therefore, it is possible 
to attract quality-sensitive or price-sensitive passengers 
with developing competitiveness based on technological, 
operational, engineering, and services capabilities that are 
based on flight security will be based on this productive 
time assessment.

In conclusion, the capacity for runway, number of 
planes, and total service personal can be increased in 
peak months. Finally, the forecasting results show that the 
growth of the sector will continue due to the growth in the 
country. We predict a significant increase in the number 
of passengers thanks to the construction of new airports, 
cheap ticket prices, and low-cost carriers. In further stud-
ies, we are planning to analyse effect of the increase in air 
passenger demand and unqualified human resources on 
the firms’ operations and performance. Because we believe 
all these conditions should be taken into consideration to 
eliminate the economic loss. 
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