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Öz 

Kazı öncesinde gömülü nesnenin cinsinin bilinmesi gereksiz kazı yapılmasını önler. Üstelik zamandan ve paradan 

tasarruf sağlar. Bu çalışmada gömülü nesnelerin tespiti için bir deney seti hazırlandı. Deney seti, geniş frekans 

bandında elektromanyetik dalgalar gönderip alan bir anten, yansımaları kaydeden ve işleyen bir yazılımdan ve 

kum havuzundan oluşturuldu. Çalışmada bu kum havuzuna farklı derinlik, boyut ve şekillerde metalik ve metalik 

olmayan nesneler gömülerek bir profil boyunca ölçümler alındı. Yapılan ölçümlerden 2 boyutlu görüntüler 

oluşturuldu ve bu görüntülere görüntü işleme teknikleri uygulandı. İşlenmiş görüntülerden nesnenin türünü tespit 

etmek için sınıflandırma algoritmaları kullanıldı. Algoritmaların başarısını artırmak için, nitelik seçme teknikleri 

olarak korelasyona dayalı öznitelik seçimi (CFS) ve Temel Bileşen Analizi (PCA) kullanılmıştır. CFS ile öznitelik 

seçiminde arama yöntemleri olarak metasezgisel optimizasyon algoritmalarından genetik algoritma (GA), 

Parçacık Sürü Optimizasyonu (PSO), Harmony arama (HA) ve Evrimsel arama (EA) tercih edildi. Algoritmaların 

performansı 10 kat çapraz doğrulama yöntemi kullanılarak analiz edildi. Sonuç olarak PCA algoritmasının 

öznitelik seçiminde kullanımının metasezgisel algoritmalara göre sınıflandırma başarısını daha fazla arttırdığı 

anlaşıldı. Kullanılan sınıflandırma algoritmaları arasında en başarılı olanı Rastgele ağaç algoritması oldu. PCA 

sonrasında bu algoritmanın doğruluk değeri %95,8’e ulaşıldı. Bu nedenle ölçüm sistemine gömülü yazılımda PCA 

ve Rastgele ağaç algoritmalarının kullanıldığı hibrit bir yaklaşım önerilmektedir.  

 

Anahtar kelimeler: Yapay Zeka, Gömülü nesne, Metasezgisel optimizasyon algoritmaları, PCA, Görüntü işleme. 
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Abstract 

Knowing the type of buried object before excavation prevents unnecessary excavation. Moreover, it saves time 

and money. In this study, an experiment set was prepared for the detection of buried objects. The experimental set 

was composed of an antenna that sends and receives electromagnetic waves in a wide frequency band, software 

that records and processes reflections, and a sandbox. In the study, metallic and non-metallic objects with different 

depths, sizes and shapes were buried in this sand pool and measurements were taken along a profile. 2D images 

were created from the measurements and image processing techniques were applied to these images. Classification 

algorithms were used to detect the type of bruied object from processed images. To increase the success of the 

algorithms, correlation-based attribute selection (CFS) and Principal Component Analysis (PCA) were used as 

attribute selection techniques. Genetic algorithm (GA), Particle Swarm Optimization (PSO), Harmony search 

(HA), and Evolutionary search (EA), which are among the metaheuristic optimization algorithms, were preferred 

as search methods in attribute selection with CFS. The performance of the algorithms was analyzed using the 10-

fold cross-validation method. As a result, it was understood that the use of the PCA algorithm in attribute selection 

increases the classification success more than metaheuristic algorithms. The most successful among the 

classification algorithms used is the Random tree algorithm. After PCA, the accuracy value of this algorithm was 

95.8 Therefore, a hybrid approach is proposed in which PCA and Random tree algorithms are used in the software 

embedded in the measurement system.  
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1. Introduction  

There are many Geophysical prospecting methods. Seismic [1], Electrical Resistivity Tomography [2] etc. 

for detection of buried objects underground. However, the GroundPenetrating Radar (GPR) method is often 

used in near-surface applications. Buried objects can be metallic or non-metallic. Detection of buried non-

metallic objects is more difficult than detection of metallic objects. Although metallic objects are detected 

using Electromagnetic Induction (EMI) sensors, Magnetic induction spectroscopy [3], non-metallic objects 

cannot be detected by EMI sensors [4]. For this reason, the GPR method is preferred especially for the 

detection of non-metallic objects [5]. This method is very popular in military and engineering fields due to 

its fast data collection [5,6]. It was often used to detect mines and buried explosives [7,8], objects buried at 

different depths [9], archaeological remains [10,11], underground pipeline [12]. 

 

GPR systems are divided into pulse-modulated systems and non-pulse-modulated systems. Pulseless 

modulation systems operate in the time domain and use a pulse signal [13]. Pulse modulation systems emit 

a Gaussian electromagnetic wave signal. This system uses a signal over a wide frequency band. Detecting 

buried objects from such systems requires expertise and time [12]. Therefore, approaches that automatically 

detect objects have been researched and proposed. Wavelet transform [14], Hough transform [15] and radon 

transform [13], image processing techniques [16], Ellipse inversion model [17] are some of these approaches.  

In recent years, studies on automatic detection of buried objects with machine learning techniques have been 

examined [18]. Automatic detection of consecutive lines from sonar images was done using machine learning 

methods [19]. Machine learning methods were used to detect underwater mines with synthetic aperture sonar 

images [20], to detect voids in underground pipelines, and to analyze GPR radargrams [21]. In addition, an 

automatic flaw detection system for sewer pipes has been developed from CCTV images [22]. It is difficult 

and costly to produce real data in studies for the detection of buried objects. For this reason, many researchers 

preferred to use synthetic data in their studies [23]. For example, synthetic images were created for the 

detection of buried pipes and hyperbolas in these images were detected by machine learning techniques [24]. 

Synthetic data were used for automatic recognition of tunnel lining elements from GPR images [25]. 

 

Synthetic data were not used in this study. An experimental setup was created. Metallic and non-metallic 

objects (Brick, tile, marble ceramic) of different shapes were buried in the sandbox at different depths. 

Measurements were taken. Then, classification algorithms were used with the data obtained from the 

measurement system. To date, many studies have been carried out for the detection of metallic and non-

metallic buried objects. The buried objects were detected, but the buried objects were not classified as 

metallic or non-metallic. In this study, a measurement system and software based on artificial intelligence 

techniques are proposed to classify buried objects as metallic and non-metallic objects. The difference of the 

proposed system from other systems is that it determines the type of buried object regardless of its shape.   
 

2. Experimental Setup and Data Collecting 

The experimental setup consists of an antenna used as both a transmitter and a receiver, a laptop, a Vector 

Network Analyzer (VNA) and a sand box (Figure. 2). A signal is sent from the VNA to the sand box with a 

set step frequency and frequency band range (Figure. 1). 

 

 
 

Figure 1. Implementation of measurement 
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The transmitted signal is a sequence of rising step frequencies. It starts from the starting frequency and 

the frequency is increased step by step. The frequency of the nth sample in the sequence can be 

calculated by Equation (1) when the starting frequency 𝐹0 is taken as the constant rise frequency Δf. 

Fn = F0 + Δf                  n = 0, … . M – 1       (1) 

The maximum penetration depth (dmax) of the signal is calculated using equation (2).  

𝑑𝑚𝑎𝑥 =
𝑐

2∆𝑓
                                                                                                                                        (2) 

where c is the speed of light. 

 

Figure 2. Experimental setup 

For measurements metallic and non-metallic objects of different depths and shapes were buried in the 

sand box. Measurements were taken by slowly moving the antenna along the x axis from the surface of 

the sand box as shown in Figure. 2.The profile length is 60 cm, the number of measuring points is 61, 

the frequency band range is 1Ghz 6Ghz, the number of frequency steps is 64. 

3. Imaging and Image Processing 

 

1-D depth profiles were created by applying the inverse Fourier transform to the data collected at each 

measurement point. Then, these 1-dimensional depth profiles were aligned side by side to obtain 2-D 

images. Color layout filter applied to 2D images.  

 

3.1. Color layout filter 
 

Color is the most basic quality of the image. Colors can be used to describe and represent an image. The 

Color Layout Descriptor (CLD)  is designed to capture the saptial distribution of dominant colors in an 

image. for cld computation, color are expressed in the YCbCr color space. CLD is very compact 

descriptor, therefore it fits perfectly for fast browsing and search applications. It is also resolution 

invariant. 

CLD can be computed by following these steps. 

 

1-Image Partitioning: The image is divided into 8*8(64) block. This makes CLD Scale invariant. 

 

2- Representative Colour Detection: There is a representative color for each block. The average color 

of the block is used to select the representative color. Also the image is reduced to 64x64 so each block 

shrinks to 8x8. 

 

3-color space change: The image having average color blocks is in RGB space. Now this RGB is 

changed toYCbCr color space. 

 

4- DCT transformation: Each color channel (Y,Cb,Cr) is transformed into DCT coeffients by performing 

8x8 discrete Cosine Transform (DCT) of each 8x8 block.Therefore, each block carries 64 DCT 

coefficients. 
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5- Quantization: Zigzag scanning is used. A few low frequency coefficients are selected and quantized 

to form the descriptor. For Y-DCT only 6 coeffients are selected while from both Cb and Cr only three 

coefficients are selected and quantized. 

 

6- Forming CLD attribute vector: For avarage image and its DCT it can be seen that expect DC 

coefficient, rest of coefficients are zero as one 8x8 block is a constant function. Therefore instead of 

taking 6,3 and 3 coefficients from DCT-Y, DCT-Cb and DCT-Cr respectively, it is sufficient to take 

only single DC coefficient from each block. The coefficients are arranged as given in Equation 1. 

𝐶𝐿𝐷 = [𝑌𝑑𝑐𝑡1, 𝑌𝑑𝑐𝑡2, …… . 𝑌𝑑𝑡𝑐64, 𝐶𝑏𝑑𝑐𝑡1, 𝐶𝑏𝑑𝑐𝑡2… . . , 𝐶𝑏𝑑𝑐𝑡64, 𝐶𝑟𝑑𝑐𝑡1, 𝐶𝑟𝑑𝑐𝑡2, … . . … , 𝐶𝑟𝑑𝑐𝑡64   (1) 

 

4. Attribute Selection 
 

Using all attributes in classifications may not yield good results in some cases. In particular, the use of 

all attributes in noisy data and images negatively affects the success. Therefore, it is necessary to remove 

some unnecessary attributes. By using accurate data and relevant attributes, classification success is 

increased and the size of the data set is reduced. As the size of the dataset decreases, the computation 

speed increases and the memory requirement decreases. Attribute selection is very important to increase 

classification success and computational speed. There are algorithms used in the selection of attributes. 

In this study Correlation-based attribute selection (CFS) and PCA method will be used. The generalized 

version of attribute selection is given in Figure 3. 

 

 
 

Figure 3. Generalized version of attribute selection flowchart [26]. 

 

4.1. Correlation-based attribute selection (CFS) 
 

This method selects attributes that are low correlated to other attributes and highly correlated to class 

[27]. A function and different search algorithms are used to calculate the information values of the 

attribute subsets of the dataset. Metaheuristic optimization algorithms are preferred as search algorithms. 

In this study, PSO, GA, HA, EA algorithms were used in metaheuristic optimization algorithms. 
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4.1.1. Particle Swarm Optimization (PSO) 
 

This algorithm was inspired by the foraging behavior of flocks and was developed by Dr. Kennedy and 

Dr. Eberhart. This method is a population-based metaheuristic optimization method [28]. In this method, 

each individual is defined as a particle. Particles in random coordinates update their position and velocity 

information to reach the best solution value. The experience of the particles from their neighbors is taken 

into account in the update.   

  

4.1.2. Genetic Search Algorithm (GA) 
 

This algorithm was proposed by Charles Darwin [29]. It was put forward, inspired by the theory of 

evolution [30]. The theory of evolution is based on the rule of survival of the fittest. The algorithm 

searches in accordance with this rule and tries to find a solution. Chromosomes are the variables of the 

problem to be solved. On these chromosomes, a random solution is first created and then the best 

solution is reached by making changes in the chromosomes. 

 

4.1.3 Harmony Search Algorithm (HA) 
 

It was suggested by Geem et al. [31]. This algorithm was inspired by the notes in the music. Notes 

combine to form harmony. Each harmony represents a workaround. It is aimed to reach the best melody 

in terms of harmonic with the notes in the music [32]. 

 

4.1.4 Evolutionary Search Algorithm (EA) 
 

It is used to find the best solution to a problem in the search space. This algorithm uses mutation and 

elitist selection as search operators. Chromosomes are represented by strategy parameters and pairs of 

individuals. The strategy parameter is the parameter that mutates the individual it belongs to. It evolves 

to have optimal value in each generation. 

 

4.2 Principal Component Analysis (PCA) 
 

The first studies on PCA were started in 1901 by Karl Pearson Pearson [33]. PCA preserves the existing 

changes in the data set containing interrelated variables. It is a transformation that includes a large 

number of interrelated variables and reduces the size of the data set to less size by preserving the existing 

changes in the data as much as possible. PCA is a very effective statistical method in revealing the 

necessary information in the data. With this method, a new set of dimensions is found to better represent 

the diversity of the data. The first dimension shows the most variety. 2. The dimension is chosen to be 

perpendicular to the first dimension and to show as much variation as possible. 

 

5. Clasification Algorithms   
 

Decision trees are used in classification and regression. In decision trees, the model can be compared to 

an inverted tree. This model consists of root node, branches and leaves. Nodes have variables, branches 

have values of variables, leaves have results. The first node in the decision tree is called the root node. 

The root node can be split. Branching starts from the root node and new nodes are obtained. Decisions 

are made by following successive nodes until they reach the leaf from the root node. Two popular 

methods are used to select the best attribute for nodes in a Decision tree. These are the information gain 

and the Gini index. Knowledge Gain calculates the extent to which a attribute provides information 

about a class. The nodes are split using the value of the information gain. During the division, the node 

with high information gain is divided first. The Gini Index is a measure of purity in constructing the 

Decision tree. Node with low Gini index is preferred for attribute selection. Pruning is removing 

unnecessary nodes from the tree. It is applied to obtain an optimal decision tree. In the study, AD tree  

[34], BF tree [35], Randon forest  [36], Random tree, Decision Stump [37], Simple Cart [38] and 
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Optimized forest algorithms [39]. were used. The characteristic attributes of the algorithms are given in 

Figure.4. 

 

 
 

Figure 4. Decision Tree Algorithm Characteristics 
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6. Performance Metrics 
  

Some metrics are used to compare the classification performance of algorithms. Thanks to these metrics, 

it is decided which algorithm is more successful. The formulas of the metrics are given in Figure 5. In 

the formula, TP and TN represent the number of samples that the algorithms predicted correctly, and FP 

and FN represent the number of samples that the algorithms predicted incorrectly. 

 

 
 

Figure 5. Performance metrics 

 

MCC value is generally preferred to evaluate the classification performance when unbalanced datasets 

are used. The F-measure value is used when precision and Recall are incompatible. Apart from the 

metrics indicated in Figure (1), there are other metrics that can be used in performance analysis. These 

are Area Under the ROC Curve (AUC), Precision Recall curve, Kappa and RMS. The ROC curve is 

plotted with TPR against the FPR where TPR is on the y-axis. The area under the ROC curve is the 

AUC value. PR curves are created by plotting precision (x-axis) versus recall (y-axis). Kappa refers to 

the agreement between the actual classes and the predicted classes. Performance metrics take a minimum 

of 0 and a maximum of 1.The root mean square (RMS) error value is used when the performance of the 

two algorithms is almost the same [40]. Indicates the error rate in classification. Unlike other metrics, a 

low rms value is required for successful classification. 

 

In the study, data collected in the frequency domain were transferred to the time domain using IFFT. 

Zero padding has been applied to increase resolution in the IFTT application. 1D depth profiles were 

created for each measurement point. Then, 1D depth profiles were lined up side by side to obtain 2D 

color images. Color layout Filter has been applied to these images. Data was classified without and with 

attribute selection. To analyze the classification performances of the algorithms, various performance 

metrics were calculated and the results were interpreted. PCA and CFS methods were preferred in 

feature selection.The flow chart of the study is shown in Figure 6. When evaluating the performance of 

algorithms, the data set is generally divided into two: test data set and training data set. The algorithm 

is tested with a specific test data. In this study, the cross-validation method was used to test the entire 

data set. Another reason for using the cross-validation method is to test the success of the algorithms in 

classifying data that is not in the database. 
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Figure 6. The flow chart of the study 

 

7. Results 
 

The most important metric used in performance analysis is accuracy. Without attribute selected the 

highest accuracy rate obtained in the classications was 85,4%. The use of the PCA algorithm increased 

the accuracy of all algorithms. The accuracy value of the random tree algorithm was 95.8%. As can be 

seen, the PCA algorithm was more effective than CFS in increasing the accuracy of the algorithms. It is 

unreliable to evaluate performance using just accuracy without using other performance metrics [41]. 

Therefore, other metric values were also calculated. Calculated metrics are given in Tables and Figures.  

The highest kappa and lowest rms values were obtained when the random tree and PCA method were 

used together.(Figure. 7b,7c). 
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a) 

 
(b) 

 
(c) 

Figure 7. Performance metrics of algorithms a) Accuracy b) Kappa c) Rms 

 

In order to understand which algorithm is more successful in detecting which type of object, the 

performance metrics of the two classes are calculated separately. The results are given in Table 1 and 

Table 2. The Recall value indicates how many of the objects that should be predicted as metallic are 

predicted as metallic, or how many of the objects that we should predict as non-metallic are predicted 

as non metallic. In archaeological studies, predict a non-metallic object as metallic will lead to incorrect 

excavation and damage to the buried object. When the algorithm correctly predicts all objects of the 

non-metallic class, the Recall value of the non-metallic class is 1. For example, when the Random forest 

algorithm is applied without attribute selection, the recall value of the metallic class is lower than the 

recall value of the non-metallic class. This result is an indication that the algorithm is more successful 

in detecting non-metallic objects. On the other hand, when the Decision strrump algorithm is applied 

without attribute selection, the recall of the non-metallic class is lower than the recall of the metallic 

class. This result is an indication that the algorithm is more successful in detecting metallic objects. 

When the metal object is searched, if the algorithm predicts the metal as non metal, there will be a loss 

because the metal object cannot be detected. For this reason, high precision value is an important 

criterion for us in model selection. According to the table, the highest Recall and Precision values were 

obtained with the hybridization of PCA and Random tree algorithm. Other performance metrics given 

in the table are also compatible with these values. The MCC metric is often used on unbalanced datasets. 

Since the data used in the study is not unbalanced, the MCC values of the two classes are approximately 

the same. It was understood from the tables that PCA increased all metrics more than CFS. In PCA and 
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Random tree hybridization, the calculated metric values of the non-metallic class are higher than the 

metrics of the metallic class. This result shows that the algorithm is more successful in detecting non-

metallic objects. 

 
Table 1. Performance metrics without attribute selection and after attribute selection for Non metallic class 

 

Attribute 
Evaluator 

Search 
Method 

Clasification 
Algorithm 

Precision Recall 
F-
Score 

MCC AUC PRC 

 
 
 
Without attribute 
selection 

AD Tree 0,88 0,84 0,86 0,70 0,93 0,95 
BF Tree 0,88 0,84 0,86 0,70 0,84 0,83 
Decision Stump 0,90 0,76 0,83 0,67 0,82 0,88 
Randon Forest 0,85 0,88 0,86 0,70 0,70 0,94 
Simple Cart 0,85 0,88 0,86 0,70 0,83 0,81 
Optimized Forest 0,84 0,84 0,84 0,66 0,94 0,95 
Random Tree 0,85 0,88 0,86 0,70 0,85 0,81 

 
 
 
PCA 

AD Tree 0,91 0,84 0,88 0,75 0,93 0,95 
BF Tree 0,95 0,76 0,85 0,72 0,84 0,91 
Decision Stump 1 0,76 0,87 0,77 0,83 0,90 
Randon Forest 0,85 0,88 0,86 0,70 0,95 0,96 
Simple Cart 0,95 0,76 0,85 0,72 0,84 0,90 
Optimized Forest 0,85 0,88 0,86 0,70 0,94 0,96 
Random Tree 0,96 0,96 0,96 0,91 0,95 0,94 

 
 
 
 
 
 
 
 
 
 
 
CFS 
 
 
 
 
 
 
 

PSO 
 

AD Tree 0,91 0,84 0,88 0,75 0,94 0,96 
BF Tree 0,84 0,84 0,84 0,66 0,89 0,88 
Decision Stump 0,90 0,76 0,83 0,67 0,82 0,88 
Randon Forest 0,88 0,88 0,88 0,74 0,96 0,97 
Simple Cart 0,87 0,80 0,84 0,66 0,86 0,85 
Optimized Forest 0,88 0,84 0,86 0,70 0,96 0,97 
Random Tree 0,95 0,84 0,89 0,79 0,90 0,89 

 
 
GA /HA 
 

AD Tree 0,88 0,84 0,86 0,70  0,95 0,96 
BF Tree 0,85 0,88 0,86 0,70  0,86 0,85 
Decision Stump 0,90 0,76 0,83 0,67  0,82 0,88 
Randon Forest 0,88 0,84 0,86 0,70  0,95 0,96 
Simple Cart 0,84 0,84 0,84 0,66  0,80 0,77 
Optimized Forest 0,88 0,88 0,88 0,74  0,95  0,96 
Random Tree 0,88 0,84 0,86 0,70  0,85  0,82 

 
 
 
EA 
 

 AD Tree 0,95 0,84 0,89 0,79 0,95 0,97 
 BF Tree 0,87 0,76 0,81 0,63 0,85 0,87 
 Decision Stump 0,90 0,76 0,83 0,67 0,82 0,88 
 Randon Forest 0,88 0,84 0,86 0,70 0,96 0,96 
 Simple Cart 0,87 0,80 0,84 0,66 0,78 0,79 
 Optimized Forest 0,91 0,84 0,88 0,75 0,96 0,97 
 Random Tree 0,83 0,76 0,80 0,58 0,79 0,76 
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Table 2. Performance metrics without attribute selection and after attribute selection for metallic class 

 

Attribute 
Evaluator 

Search 
Method 

Clasification 
Algorithm 

Precision Recall F-Score MCC AUC PRC 

 
 
Without attribute 
selection 

AD Tree 0,82 0,86 0,84 0,70 0,93 0,90 
BF Tree 0,82 0,86 0,84 0,70 0,84 0,76 
Decision Stump 0,76 0,90 0,83 0,67 0,82 0,69 
Randon Forest 0,85 0,81 0,83 0,70 0,94 0,94 
Simple Cart 0,85 0,81 0,83 0,70 0,83 0,79 
Optimized Forest 0,81 0,81 0,81 0,66 0,94 0,94 
Random Tree 0,85 0,81 0,83 0,70 0,85 0,78 

 
 
 
PCA 

AD Tree 0,83 0,90 0,87 0,75 0,93 0,90 
BF Tree 0,77 0,95 0,85 0,72 0,84 0,72 
Decision Stump 0,78 1 0,88 0,77 0,83 0,71 
Randon Forest 0,85 0,81 0,83 0,70 0,95 0,94 
Simple Cart 0,77 0,95 0,85 0,72 0,84 0,72 
Optimized Forest 0,85 0,81 0,83 0,70 0,94 0,96 
Random Tree 0,95 0,95 0,95 0,91 0,95 0,93 

 
 
 
 
 
 
 
 
 
 
 
CFS 
 
 
 
 
 
 
 

PSO 
 

AD Tree 0,83 0,90 0,87 0,75 0,94 0,89 
BF Tree 0,81 0,81 0,81 0,66 0,89 0,86 
Decision Stump 0,76 0,90 0,83 0,67 0,82 0,69 
Randon Forest 0,86 0,86 0,86 0,74 0,96 0,96 
Simple Cart 0,79 0,86 0,82 0,66 0,86 0,82 
Optimized Forest 0,82 0,86 0,84 0,70 0,96 0,96 
Random Tree 0,84 0,95 0,89 0,79 0,90 0,82 

 
 
GA /HA 
 

AD Tree 0,82 0,86 0,84 0,70 0,95 0,95 
BF Tree 0,85 0,81 0,83 0,70 0,86 0,82 
Decision Stump 0,76 0,90 0,83 0,67 0,82 0,69 
Randon Forest 0,82 0,86 0,84 0,70 0,95 0,95 
Simple Cart 0,81 0,81 0,81 0,66 0,80 0,78 
Optimized Forest 0,86 0,86 0,86 0,74 0,95 0,95 
Random Tree 0,82 0,86 0,84 0,70 0,85 0,77 

 
 
 
EA 
 

AD Tree 0,84 0,95 0,89 0,79 0,95 0,94 
BF Tree 0,76 0,86 0,80 0,63 0,85 0,76 
Decision Stump 0,76 0,90 0,83 0,67 0,82 0,69 
Randon Forest 0,82 0,86 0,84 0,70 0,96 0,95 
Simple Cart 0,79 0,86 0,82 0,66 0,78 0,70 
Optimized Forest 0,83 0,90 0,87 0,75 0,96 0,96 
Random Tree 0,75 0,81 0,78 0,58 0,79 0,69 

 

8. Conclusions 

 
It is important to know the type of buried object before excavation is carried out, especially in 

archaeological sites. Some buried objects require precise excavation to be removed without damage. In 

addition, the automatic detection of the buried object in field studies directs the field study. It saves time 

and money. In the study, a artificial intelligence based measurement system was designed for the 

detection of buried metallic and non-metallic objects. With this proposed system, metal and non-metallic 

objects were classified quickly and automatically, regardless of the shape and depth of buried objects. 

Decision tree algorithms, one of the popular classification algorithms, were used to select the artificial 

intelligence method to be integrated into the designed system. Two different attribute selection methods 

and metaheuristic search algorithms were used to make fast detections with high accuracy. Then the 
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performances of the algorithms were evaluated. As a result of the performance evaluation, it was 

understood that the PCA method increased the success of all classification algorithms more than the 

CFS method. Therefore, it is more appropriate to use the PCA method with classification. The highest 

metric values were obtained in the hybridization of the random tree algorithm with PCA. The accuracy 

value obtained in this hybridization is 95.8%. The lowest rms value was also obtained with this 

hybridization. When the metric values of the classes are examined separately, the metric values of the 

non-metallic class are higher than the metallic class. This Hybrid is more successful in detecting non-

metallic objects. The results obtained in this study using an experimental setup are promising for field 

studies. 
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