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Öz

Knee Osteoartrit (KOA), her iki diz kemiğinden elde edilen kanıtlara dayanarak Kellgren-Lawrence (KL) derecelendirme sistemi 
ile değerlendirilen en yaygın artrit türüdür. Son gelişmeler, KOA tanı verimliliğini artırmak için bilgisayar destekli yöntemlerin 
kullanıldığı bir döneme işaret etmektedir. Bu çalışma, X-ışını görüntüleri ve derin öğrenme algoritmaları temelinde ikili ve çoklu 
sınıflandırma süreçleri uygulayarak KOA şiddeti tanısında bilgisayar destekli yöntemler geliştirmiştir. Önişleme işlemi, dahil edilen veri 
setindeki X-ışını görüntülerinden ilgi alanının çıkarılması ve kontrastın CLAHE ile arttırılmasını içermiştir. Bu veri seti kullanılarak, 
ResNet-50, Xception, VGG16, EfficientNetb0 ve DenseNet201 transfer öğrenme modelleri ile 2, 3, 4 ve 5 sınıf sınıflandırma süreçleri 
gerçekleştirilmiştir. Her model, “rmsprop,” “sgdm,” ve “adam” optimizasyon algoritmaları ile değerlendirilmiştir. Çalışmanın bulguları, 
DenseNet201-rmsprop modelinin 2-sınıf sınıflandırma için %87.7 doğruluk, %87.2 F1-Skoru ve 0.75 Cohen’s kappa değeri elde 
ettiğini ortaya koymaktadır. 3-sınıf sınıflandırma için %85.6 doğruluk, %82.4 F1-Skoru ve 0.71 Cohen’s kappa değeri elde edilmiştir. 
4-sınıf sınıflandırmada, DenseNet201-rmsprop modeli %81.5 doğruluk, %77.1 F1-Skoru ve 0.67 Cohen’s kappa değeri sağlamıştır. 
5-sınıf sınıflandırmada, en yüksek başarı, %67.8 doğruluk, %68.8 F1-Skoru ve 0.55 Cohen’s kappa değeri ile Xception-rmsprop 
modeli ile elde edilmiştir. Farklı sınıf sayıları ve farklı aktarım öğrenme modelleri ile yapılan değerlendirme, önerilen yaklaşımın 
etkinliğini vurgulamaktadır. Çalışmanın sonuçları, sınıf sayısının değiştirilmesinin, farklı transfer öğrenme modellerinin ve optimize 
edicilerin kullanılmasının KOA şiddeti değerlendirmesinde nasıl daha net bilgiler sağlayabileceğini gösterme konusunda çalışmanın 
benzersizliğini ve başarısını vurgulamaktadır.

Anahtar Kelimeler: Clahe, çoklu sınıflandırma, osteoartrit, transfer öğrenme, X-ray

Abstract

Knee Osteoarthritis (KOA) is the most common type of arthritis and its severity is assessed with the Kellgren-Lawrence (KL) grading 
system based on evidence from both knee bones. Recent advancements point to an era where computer-assisted methods enhance 
KOA diagnostic efficiency. This study implemented binary and multiple classification processes based on X-ray images and deep 
learning algorithms for computer-aided KOA severity diagnosis. Pre-processing involved extracting the region of interest and contrast 
enhancement with CLAHE on the X-ray images from the included dataset. Using this dataset, 2, 3, 4, and 5 class classification 
processes were conducted with ResNet-50, Xception, VGG16, EfficientNetb0, and DenseNet201 transfer learning models. Each 
model was assessed with “rmsprop,” “sgdm,” and “adam” optimization algorithms. Study findings reveal that, the DenseNet201-rmsprop 
model achieved 87.7% accuracy, 87.2% F1-Score, and a 0.75 Cohen’s kappa value for 2-class classification. For 3-class classification, it 
achieved 85.6% accuracy, 82.4% F1-Score, and a 0.71 Cohen’s kappa value. For 4-class classification, the DenseNet201-rmsprop model 
provided 81.5% accuracy, 77.1% F1-Score, and a Cohen’s kappa value of 0.67. In the 5-class classification, the highest success was with 
the Xception-rmsprop model, with 67.8% accuracy, 68.8% F1-Score, and a 0.55 Cohen’s kappa value. The evaluation with varying class 
numbers and different transfer learning models highlights the proposed approach’s effectiveness. Results of the study underscore the 
study’s uniqueness and success in demonstrating how varying the number of classes, employing different transfer learning models and 
optimizers can provide clearer insights into KOA severity evaluation.
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1. Introduction
Osteoarthritis (OA) is the most common form of musculo-
skeletal disorders worldwide and is a degenerative condition 
that is increasing with the ageing population (Martel-Pel-
letier 1999, Anderson and Loeser 2010). This disease, which 
is frequently seen in overweight and elderly individuals, 
usually causes friction of the bones, excessive joint pain and 
stiffness as a result of cartilage tear (Martel-Pelletier 1999). 
OA, which starts by affecting the knees, can also affect the 
hip and hand joints over time. 

Knee Osteoarthritis (KOA) is a common condition af-
fecting a wide age group from young to old. In the USA 
alone, there are 14 million people with symptomatic knees 
(Deshpande et al. 2016), affecting tens of millions of peo-
ple worldwide (Vina and Kwoh 2018). KOA is usually di-
agnosed and assessed by methods such as X-ray imaging, 
ultrasound, computed tomography and magnetic resonance 
imaging (Wenham et al. 2014). Among these, radiographs 
(X-rays) have remained the gold standard for screening for 
KOA because of their cost-effectiveness, safety, wide ac-
cessibility and speed. According to radiologists, the most 
prominent pathological features of KOA that can be easily 
observed are joint space narrowing ( JSN) and osteophyte 
formation, which can also be used in the Kellgren-Lawrence 
(KL) grading approach to determine KOA severity. With 
this approach, KOA severity is classified on the basis of a 
consensus, which is divided into five classes (class 0 to 4) 
(Kellgren and Bier 1956, Kohn et al. 2016). According to 
the Kellgren-Lawrence (KL) grading system, 0 indicates 
that there is no evidence of KOA, that is, healthy. 1 defines 
suspicious narrowing of the joint space, so, uncertainty re-
garding the presence of KOA (suspected KOA). 2 signify 
mild KOA as a result of possible joint space narrowing. 3 
shows moderate KOA with definite evidence of narrowing 
of the joint space. And, 4 point the presence of severe KOA 
as a result of severe narrowing of the joint space.

In advanced degrees of KOA, available treatment options 
are limited, so early diagnosis and assessment of the dis-
ease is vital. The complex nature of KOA, the diversity of 
risk factors and the limitations of treatment options increase 
the importance of artificial intelligence-based diagnosis and 
evaluation methods in this field. Machine Learning (ML) 
and Deep Learning (DL) methods focusing on early diag-
nosis of KOA have the potential to improve the quality of 
life of patients (Wang et al. 2021). Therefore, studies on the 
early diagnosis and treatment of KOA patients using deep 
learning (DL) methods are currently making significant 
progress.

Tiulpin et al. (2018) developed knee osteoarthritis (KOA) 
diagnosis system using a deep Siamese convolutional neural 
network based on the Kellgren-Lawrence (KL) rating scale, 
achieving 66.71% accuracy and a squared Kappa value of 
0.83 on the Osteoarthritis Initiative (OAI) dataset. Brahim 
et al. (2019) used Random Forest and Naïve Bayes algo-
rithms, achieving 82.98% accuracy, 80.65% specificity, and 
87.15% sensitivity on 1024 knee X-ray images from OAI 
for KOA detection. Nasser et al. (2020) proposed a discrim-
inative regularized autoencoder, achieving 82.53% accuracy 
on 3900 knee radiographs from OAI. Jakaite et al. (2021) 
used a small dataset of 31 images and ML (ANN, SVM, 
and RF) techniques to achieve 85.0% accuracy in early KOA 
detection. Yong et al. (2022) created an ordinal regression 
module for neural networks, achieving 88.09% accuracy and 
a Quadratic Weighted Kappa score of 0.8609 on 8260 ra-
diographs from OAI. It was reported that although the ap-
proaches gave good results, they produced misclassifications 
when classifying KOA images with KL degrees of 0 and 1. 
Wang et al. (2022) used Deep Neural Networks (DNNs) 
with preprocessing and a midpoint extraction technique, 
achieving 81.41% accuracy. Guan et al. (2022) combined 
traditional and deep learning models to improve the per-
formance of early KOA detection. They achieved AUC of 
0.807, 72.3% sensitivity, and 80.9% specificity on a dataset 
consisting of 1389 subjects with KOA and 3285 subjects 
without KOA obtained from the OAI. Kondal et al. (2022) 
presented a CNN-based approach to automatically grade 
knee radiographs on the Kellgren-Lawrence (KL) scale. It 
used an object detection model to isolate individual knees 
and a regression model to assign the KL scale to each knee. 
After fine-tuning, they achieved a mean absolute error re-
duction (from 1.09 to 0.28). Alshamrani et al. (2023) ben-
efited from transfer learning models for the early detection 
of osteoarthritis from 3836 X-ray images labeled as KOA 
and non-KOA. Therefore, they performed the classifica-
tion process to separate those with KOA diagnoses from 
those without KOA diagnoses with accuracy of 92%. Pi et 
al. (2023), proposed an ensemble network to detect sever-
ity of KOA using a dataset of 8260 images from the OAI 
open dataset. The best performance was obtained by them 
as accuracy of 76.93% and an F1-score of 0.7665. How-
ever, they specified that the proposed ensemble network 
frequently misclassifies KL grade 1 as KL grade 0 or KL 
grade 2. Sharma et al. (2023) proposed a model with Adam 
and Adamax optimizers for detection of osteoarthritis in 
the early stage. They trained the model with Knee Osteo-
arthritis Severity Grading dataset which contains various 
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X-Ray images of joints for healthy, moderate and severe 
categories. In their study, the best accuracy was achieved as 
93.84% with Adam optimizer. Saini et al. (2023) studied 
on a dataset consisting of 3696 radiograph images to de-
termine the severity of KOA. Three-stage pre-processing 
method has been proposed using a combination of different 
techniques. For the severity classification, 89.95% accura-
cy was obtained by the VGG16 model. Raza et al. (2024), 
presented a multi-faceted approach using feature extraction 
and machine learning (ML) to diagnose KOA stages from 
3154 knee X-ray images and improve classification accuracy. 
Feature extraction methods such as Histogram of Orient-
ed Gradients (HOG) with Linear Discriminant Analysis 
(LDA) and Min–Max scaling to prepare the data for clas-
sification were implemented. Using 6 ML classifiers, they 
achieved a best accuracy of 98.90%, distinguishing between 
healthy and unhealthy knees. Rehman and Gruhn (2024) 
introduced a novel hybrid model combining Convolutional 
Neural Networks (CNN) and VGG16 architectures. They 
created their own dataset consisting of 1650 digital X-ray 
images of knee joints. Their hybrid method (CNN-Res-
Net50) achieved an accuracy of more than 93% on the test 
dataset. Ahmed and Imran (2024) utilized VGG-16, VGG-
19, ResNet-50, ResNet-101, and EfficientNetb7 models for 
the automation of the diagnosis of knee OA. Researchers 
performed both multi-class and binary-class classification 
approaches. They stated that they were particularly effective 
in distinguishing normal and severe cases with a classifica-
tion accuracy of 99.13%, but in other cases, the effectiveness 
of the model decreased to 67%.

The literature review revealed that the difficulty of multiple 
classification of KOA severity reduces the success of studies. 
As a result, some researchers continue their work by con-
sidering only a few severities of KOA (Guan et al. 2022, 
Alshamrani et al. 2023, Sharma et al. 2023, Ahmed and Im-
ran 2024, Raza et al. 2024).

In this study, to address the challenge of multi-class clas-
sification, multiple classification processes with different 
numbers of classes created based on various combinations 
of Kellgren-Lawrence (KL) grades were performed to de-
termine the severity of KOA. While creating combinations, 
the treatment methods applied to the severity grades were 
taken as the basis. To implement this approach, firstly, X-ray 
images related to KOA were preprocessed and then sub-
jected to 2-class, 3-class, 4-class and 5-class classification 
processes. For the classifications, ResNet-50, Xception, 
VGG16, EfficientNetb0 and DenseNet201 transfer learn-

ing models were utilized. Each of the models was run sep-
arately with each of the “rmsprop”, “sgdm” and “adam” opti-
mization algorithms.

As a result of the study, it can be concluded that utilizing 
multiple classifications with varying numbers of classes has 
proven effective in evaluating the behavior and performance 
of the models in classifying complex KOA cases. This study 
underscores the importance of utilizing diverse class combi-
nations, different transfer learning models, and optimization 
strategies to improve classification accuracy and reliability.

2. Material and Methods
This section summarizes the recommended process for de-
termining KOA severity. X-Ray Images related to KOA was 
first pre-processed. Then, they were subjected to multiple 
classification processes involving different numbers of class-
es using transfer learning models. Finally, the performances 
of the models were evaluated. Figure 1 shows the flow dia-
gram of the study. 

2.1. Dataset

In order to perform the experiments specified in the pro-
posed flow diagram in Figure 1, a publicly available dataset 
consisting of 8,260 X-ray images of size 224x224x1 related 
to knee osteoarthritis was utilized. The dataset is accessible 
via “Hugging Face” (kneeosteoarthritis 2018). A larger ver-
sion of the dataset is also available on “Kaggle”. 

The dataset provided by Chen (2018) contains x-ray images 
of the left and right knees from a total of 4796 participants, 
including both male and female patients aged 45 to 79 years. 
The dataset’s X-ray images are categorized into five distinct 
groups, referred to as KL-grades (0 to 4), which represent 
the severity of knee osteoarthritis. In the grade 0 (healthy) 
category, there are 3,253 images, while there are 1,495 im-
ages classified as grade 1 (suspicious), 2,175 images as grade 
2 (mild), 1,086 images as grade 3 (moderate), and 251 im-
ages as grade 4 (severe). Figure 2 indicates examples of knee 
joints from all degrees of CL.

2.2. Pre-Processing

Region of interest extraction and image enhancement with 
CLAHE were performed on the images in the dataset. Re-
gion of Interest Extraction is often used to remove unnec-
essary information and focus on prominent features before 
analyzing an image. This resulted in an image containing 
only the region to be analyzed. In this way, it helps to re-
move unnecessary information outside the area where the 
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els. During the classification process, a randomly selected 
15% of the data sets were used for testing, another randomly 
selected 15% of the remaining data were used for validation 
and the remaining data were used for training.

2.3. Classification

In this study, to determine the severity level of extremely 
complex KOA cases from X-Ray images, we performed 
several classification processes with different numbers of 
classes in addition to the 5-class classification according to 
the KL grading system. This approach aimed to better un-
derstand the models’ behavior and address the challenges of 
multi-class classification. For the classifications, the num-

analysis focuses, making the process more effective. In this 
study, this process was accomplished by cropping to high-
light the knee joint. Each of images was cropped by 20 pixels 
from all directions (top, bottom, right and left). Following 
the extraction the relevant area, Contrast Limited Adaptive 
Histogram Equazation (CLAHE) technique was benefit-
ted to enhance the contrast of the images in the dataset. 
Parameters of this technique, namely, ‘NumTiles’ and ‘Clip-
Limit’ were chosen as (8 8) and 0.005, respectively. Figure 3 
demonstrates the results of pre-processing on KOA images.

After all these processes, images in the dataset were ran-
domly separated into training, validation and testing to be 
used in classification processes with transfer learning mod-

Figure 1: Flow diagram of the study.

Figure 2: Knee joint specimens of all KL grades (Kim et al. 2020).
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of residual connections in deep neural networks alleviates 
the problem of vanishing gradients by enabling the learning 
of residual mappings (Sharma et al. 2022). It comprises 50 
layers, consisting of convolutional, pooling, fully connected, 
and shortcut layers (He et al. 2016). As a consequence of the 
residual connections, gradients propagate more effectively 
through the network, facilitating accelerated learning and 
convergence (Shivadekar et al. 2023).

The Xception model, proposed by Chollet (2017), extends 
the inception architecture through the exclusive utilization 
of depth-wise separable convolutions (Chollet 2017). Xcep-
tion, an extreme version of its predecessor model Inception 
(Szegedy et al. 2016), is a Convolutional Neural Network 
(CNN) architecture that consists of 71 layers in depth. The 
Xception model utilizes depth-wise separable convolutional 
neural networks with residual connections instead of stan-
dard convolution techniques. Depth-wise separable con-
volution, commonly known as ‘Separable Convolutional,’ 
represents an alternative to traditional convolutional layers, 
aiming to improve computational efficiency (Shaheed et al. 
2022). In addition, these layers are lighter and more com-
putationally efficient compared to traditional convolutional 
layers.

VGG16 proposed by Simonyan and Zisserman (2014) has 
a 16-layer network comprising 13 convolutional layers and 
3 fully connected layers. It is a CNN architecture that cre-
ates a deep network using repeated convolutional layers, 
followed by max-pooling layers for spatial downsampling 
(Li et al. 2023). Increasing depth gradually while keeping 
the filter size modest at 3 × 3, the network aims to learn 
hierarchical image representations (Yang et al. 2023). The 

ber of classes was determined using various combinations of 
Kellgren-Lawrence (KL) grades. These combinations were 
formulated based on the treatment methods corresponding 
to different severity levels. 

First of all, a 2-class classification approach was adopted 
in the study. According to KL grading system, cases that 
were considered healthy and suspicious were evaluated as 
healthy, that is, no KOA, and the others were considered as 
KOA cases. Then, a 3-class classification was carried out. In 
the 3-class classification, healthy and suspicious cases were 
merged into one category. Mild and moderate KOA cases 
were combined into another category. For these degrees of 
KOA cases, exercise, physical therapy, and medication are 
sufficient. And, severe KOAs are considered as a separate 
category since treatment of this degree usually requires sur-
gery. Later on, 4-class classification was performed. In this 
classification, healthy and suspected cases were grouped 
together and regarded as a single category. Mild, moderate 
and severe KOAs were evaluated as separate categories due 
to differences in their treatment. Finally, as in other litera-
ture studies, a 5-class classification was made based on the 
severities in the KL grading system. Table 1 summarizes the 
class structures in classifications carried out in this study. 

For the 2, 3, 4, and 5 class classification tasks aimed at de-
termining the severity of KOA, as shown in Table 1, we uti-
lized several transfer learning models including ResNet-50, 
Xception, VGG16, EfficientNetB0, and DenseNet201.

ResNet-50 introduced by He et al. (2016) represents a deep 
convolutional neural network (CNN) architecture notable 
for its utilization of residual connections. The incorporation 

Figure 3: Applying pre-process on KOA images. (A) shows the original image, (B) illustrated the result region of interest extraction 
process from original image, and (C) CLAHE applied version of the image with region of interest extraction.

A B C
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These models are pre-trained on the ImageNet database 
with 1000 classes. Since 2, 3, 4 and 5-class classification was 
made in this study, all models were fine-tuned according to 
these classifications. The ResNet-50 structure used is shown 
in Figure 4. Other used models were similarly fine-tuned 
according to the number of classes.

The Transfer Learning Models were configured with specific 
parameters as follows: 15 epochs were set for training, with 
a batch size of 8 samples per iteration. The cross entropy 
loss function was employed to evaluate model performance. 
Additionally, three different optimization algorithms were 
utilized for each network: Root Mean Square Propagation 
(rmsprop), Stochastic Gradient Descent with Momentum 
(sgdm), and Adaptive Moment Estimation (adam).

Classification Accuracy (CA), F1-Score (F1) and Cohen’s 
Kappa Value (K) were used to evaluate the performance of 
the models.  Classification Accuracy (CA) and F1-score val-
ues are given as a percentage (%). 

3. Results and Discussion
Before loading the training set of X-ray images into the 
transfer learning models for determining the severity of 
KOA, data augmentation was performed to address class 
imbalance, enhance prediction accuracy, and reduce overfit-

utilization of smaller filters, rather than larger ones, enables 
a deeper network with fewer parameters.

EfficientNetB0, containing a total of 237 layers, was in-
troduced in 2019, utilizing inverted residual blocks along 
with Squeeze and Excitation (SE) blocks, and employing 
swish activation (Tan and Le 2019). The model architec-
ture comprises multiple convolutional layers employing 
a 3x3 receptive field and mobile inverted bottleneck con-
volutional layers (Mou and Razzak 2023). EfficientNetB0 
was crafted through the AutoML Mnas neural architecture 
search, resulting in a network structured with mobile invert-
ed bottleneck blocks, enhanced by squeeze-and-excitation 
optimization for superior performance and efficiency (Mou 
and Razzak 2023).

The DenseNet201 framework, initially proposed by Huang 
et al. (2017), is a recent advancement in dense-network ar-
chitecture, known for its effectiveness in image recognition 
tasks. The architecture of DenseNet201 adopts a distinctive 
strategy wherein each layer is interconnected in a feed-for-
ward manner with every other layer. Moreover, the model 
integrates both pooling layers and a compact structure. As a 
result of these design decisions, there is a notable reduction 
in parameter count and overall model complexity, leading to 
enhanced efficiency (Turkoglu 2021).

Table 1. Structure of classifications.

Classification Classes Structure

1 2 
Class 0: healthy and suspected cases (do not require treatment)
Class 1: mild, moderate and severe cases (a treatment is needed)

2 3 

Class 0: healthy and suspected cases (do not require treatment)
Class 1: mild and moderate KOA cases (exercise, physical therapy and medication are sufficient for 
treatment)
Class 2: severe KOA cases (treatment goes up to surgery)

3 4 

Class 0: healthy and suspected cases (do not require treatment)
Class 1: mild KOA cases (exercises can be performed at home for treatment)
Class 2: moderate KOA cases (for the treatment, medication and physiotherapy are sufficient)
Class 3: severe KOA cases (treatment is either heavy injections of medication directly into the 
affected area or surgery)

4 5 

Class 0: Healthy KOA cases
Class 1: Suspected KOA cases
Class 2: Mild KOA cases
Class 3: Moderate KOA cases
Class 4: Severe KOA cases
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increases, the overall performance of all optimizers tends 
to decrease. Specifically, while adam and rmsprop perform 
relatively well in 3-class classification, achieving similar ac-
curacy and reliability, sgdm lags slightly behind. In 4-class 
classification, rmsprop maintains a lead in accuracy (79.9%) 
and reliability, closely followed by adam. However, as the 
complexity increases to 5-class classification, the perfor-
mance gap between adam and rmsprop narrows, yet adam 
demonstrates better overall performance and reliability, par-
ticularly reflected in its higher F1-score (66.4%) and Kappa 
(0.54). Nevertheless, across all scenarios, sgdm consistently 
trails behind in all metrics. 

Test performances of Xception models using different opti-
mizers are shown in Table 3. 

Table 3 shows that, in 2-class classification, adam emerges 
as the top performer, boasting an accuracy of 87.1%, F1-
Score of 86.8%, and Kappa of 0.74, demonstrating its ro-
bust precision and recall balance. rmsprop closely follows 
suit, showcasing comparable performance metrics with an 

ting. For the augmentation, random rotation, random re-
flection in the left-right direction, random reflection in the 
top-bottom direction, range of horizontal shear and range 
of vertical shear were preferred. After this process, augment-
ed X-ray images were given to fine-tuned transfer learning 
models and the models were trained with the determined 
parameters. Subsequently, the trained models were applied 
to the test set, consisting of 1239 X-ray images.

Table 2 evaluates the performances of ResNet-50 for the test 
set using rmsprop, sgdm and adam optimizers on 2-class, 
3-class, 4-class and 5-class classification tasks.

According Table 2, across various classification tasks, dif-
ferent optimizers demonstrate varying performances. No-
tably, for 2-class classification, adam exhibits superior per-
formance with an accuracy of 86.4%, leading in F1-Score 
(85.6%) and Kappa (0.72), indicating strong precision, 
recall, and reliability as the F1-score reflects a balance be-
tween precision and recall. Also high Kappa indicates agree-
ment beyond chance. However, as the number of classes 

Figure 4: Used ResNet-50 structure.

Table 2. Classification results of ResNet-50 models for test set using different optimizers.

2-class 3-class 4-class 5-class
ResNet-50 CA F1 K CA F1 K CA F1 K CA F1 K
rmsprop 85.2 84.4 0.69 84.0 82.0 0.68 79.9 77.7 0.64 67.0 64.2 0.52
sgdm 85.1 84.7 0.69 82.6 80.7 0.66 77.5 76.8 0.62 64.7 63.6 0.50
adam 86.4 85.6 0.72 84.3 82.0 0.68 77.4 75.5 0.63 67.0 66.4 0.54
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tively. Moreover, sgdm achieves a Cohen’s Kappa coefficient 
of 0.73, signifying substantial agreement beyond random 
chance, which is crucial for binary classification tasks. Fol-
lowing closely, adam demonstrates strong performance with 
an accuracy of 84.6% and an F1-Score of 83.6%, although 
its Kappa coefficient of 0.68 suggests slightly lower reliabil-
ity compared to sgdm. rmsprop trails behind both sgdm 
and adam in accuracy and F1-Score, indicating less robust 
performance in distinguishing between the two classes. As 
the classification tasks become progressively more complex 
(3-class, 4-class, and 5-class), sgdm consistently maintains 
its superiority, showcasing its versatility and effectiveness 
across various classification challenges. However, it’s note-
worthy that as the number of classes increases, the perfor-
mance metrics for all optimizers, including sgdm, witness a 
decline. This decline is particularly evident in the diminish-
ing F1-Score and Kappa values of adam and rmsprop, high-
lighting sgdm’s resilience and reliability using with VGG16 
in tackling increasingly intricate classification scenarios.

For the test set, performances of EfficientNetb0 models us-
ing rmsporp, sgdm and adam optimizers are seen in Table 5.

In the 2-class classification task, both rmsprop and adam 
achieve an accuracy of 85.3%, with sgdm slightly behind 
at 82.1%. adam exhibits the highest F1-Score (84.9%) 
and Kappa coefficient (0.70), indicating its effectiveness in 
achieving a balance between precision and recall and show-
ing strong agreement beyond random chance. As the clas-
sification tasks become more complex, rmsprop and adam 
consistently perform similarly, maintaining competitive ac-

accuracy of 86.7%, F1-Score of 86.2%, and Kappa of 0.72. 
These results highlight the importance of Kappa in assess-
ing the model’s agreement beyond what would be expected 
by random chance, emphasizing adam’s superiority in reli-
ability. However, as the classification complexity increases 
to 3 classes, adam maintains its lead with an accuracy of 
84.3%, F1-Score of 83.2%, and Kappa of 0.69, albeit with 
slightly reduced metrics, while rmsprop remains a strong 
contender with an accuracy of 83.4%, F1-Score of 79.6%, 
and Kappa of 0.68. Conversely, sgdm exhibits behind sig-
nificantly across all aspects, exhibiting lower performance 
metrics. As the task complexity escalates further to 4 classes, 
rmsprop takes the lead with an accuracy of 80.3%, F1-Score 
of 77.8%, and Kappa of 0.66, emphasizing a good balance 
between precision and recall, followed closely by Adam, 
indicating a consistent performance trend. However, sgdm 
once again falls short in performance metrics. Finally, in the 
5-class classification, rmsprop exhibits notable performance 
in terms of F1-Score (68.8%) and Kappa (0.55), while adam 
demonstrates slightly lower accuracy (65.5%) and F1-Score 
(65.6%). However, both optimizers outshine sgdm, which 
consistently performs the lowest across all classification 
tasks. 

Table 4 presents the test performances of VGG16 models 
using rmsprop, sgdm and adam optimizers.

In the 2-class classification scenario, sgdm emerges as the 
top performer for the VGG16 model, boasting the highest 
accuracy of 86.7% and an impressive F1-Score of 86.3%, 
indicating its ability to balance precision and recall effec-

Table 3. Classification results of Xception models for test set using different optimizers.

2-class 3-class 4-class 5-class
Xception CA F1 K CA F1 K CA F1 K CA F1 K
rmsprop 86.7 86.2 0.72 83.4 79.6 0.68 80.3 77.8 0.66 67.8 68.8 0.55
sgdm 81.4 80.7 0.62 78.4 73.6 0.58 72.7 69.0 0.53 59.8 53.6 0.42
adam 87.1 86.8 0.74 84.3 83.2 0.69 77.4 76.7 0.62 65.5 65.6 0.52

Table 4. Classification results of VGG16 models for test set using different optimizers.

2-class 3-class 4-class 5-class
VGG16 CA F1 K CA F1 K CA F1 K CA F1 K
rmsprop 76.0 76.0 0.53 79.7 53.5 0.60 63.4 32.6 0.24 51.7 42.8 0.36
sgdm 86.7 86.3 0.73 83.5 82.5 0.68 78.8 78.7 0.64 67.3 67.0 0.55
adam 84.6 83.6 0.68 82.6 77.6 0.66 78.8 74.6 0.63 65.9 62.0 0.52
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showcasing its capability to handle classification challenges 
involving multiple categories. In the 5-class classification, 
rmsprop continues to dominate with an accuracy of 67.8%, 
followed by adam (67.9%) and sgdm (64.9%). Although 
there is a further decrease in performance metrics as the 
number of classes increases, rmsprop maintains its superi-
ority in F1-Score (67.2%) and Kappa (0.55), indicating its 
reliability and effectiveness even in more complex classifica-
tion scenarios with increased class diversity.

The tables (Table 2-6) show that as the number of classes 
increases, Classification Accuracy (CA), F1 Score, and Co-
hen’s Kappa (K) metrics generally decrease for all models 
and optimizers. This decrease can be attributed to the in-
herent difficulties associated with distinguishing between a 
larger number of classes, resulting in decreased model ac-
curacy and predictive power. Additionally, as the number 
of classes increases, the F1 Score decreases due to the in-
creasing difficulty of striking a balance between precision 
and recall, while Cohen’s Kappa coefficient also decreases as 
the agreement between predicted and actual labels becomes 
more difficult to achieve beyond random chance. DenseN-
et201 consistently achieves the highest performance across 
different class configurations, particularly with the rmsprop 
optimizer. Xception and ResNet-50 also perform well, espe-
cially with the adam optimizer, but their performance drops 
more significantly with increasing class complexity. VGG16 
shows a substantial decline in performance with more 
classes, indicating it is less effective for complex tasks. Effi-
cientNetb0 has moderate performance but does not surpass 
DenseNet201 or Xception. Overall, it is said that rmsprop 

curacy and F1-Score values across all tasks. However, sgdm 
trails behind in performance metrics in all classification 
scenarios, suggesting lower effectiveness in handling diverse 
classification challenges.

The Table 6 displays the classification results of DenseN-
et201 models for test set utilizing different optimizers 
across various classification tasks (2-class, 3-class, 4-class, 
and 5-class)

Across all classification tasks, including 2-class, 3-class, 
4-class, and 5-class scenarios, the DenseNet201 models ex-
hibit varying performances contingent on the optimizer uti-
lized. In the 2-class classification, rmsprop notably achieves 
the highest accuracy at 87.7%, closely followed by adam 
(86.9%) and sgdm (84.7%). However, rmsprop maintains a 
significant lead in both F1-Score (87.2%) and Cohen’s Kap-
pa coefficient (0.75), underscoring its robustness in balanc-
ing precision and recall and achieving substantial agreement 
beyond random chance. As the complexity of classification 
tasks increases, there is a slight decline in performance met-
rics across all optimizers. In the 3-class scenario, rmsprop 
leads with an accuracy of 85.6%, adam follows closely with 
84.0%, and sgdm trails with 83.5%. Again, rmsprop excels 
in F1-Score (82.4%) and Kappa (0.71), demonstrating its 
effectiveness in accurately classifying instances across mul-
tiple categories. In the 4-class classification, rmsprop main-
tains its lead with an accuracy of 81.5%, followed by sgdm 
(78.0%) and adam (78.9%). Despite the decrease in perfor-
mance compared to the 2-class scenario, rmsprop demon-
strates the highest F1-Score (77.1%) and Kappa (0.67), 

Table 5. Classification results of EfficientNetb0 models for test set using different optimizers.

2-class 3-class 4-class 5-class
EfficientNetb0 CA F1 K CA F1 K CA F1 K CA F1 K
rmsprop 85.3 84.7 0.70 83.4 82.5 0.67 78.3 76.6 0.62 64.1 63.3 0.49
sgdm 82.1 81.3 0.63 77.8 70.0 0.56 70.7 64.3 0.47 58.2 52.8 0.39
adam 85.3 84.9 0.70 82.6 83.6 0.67 77.1 76.3 0.61 64.6 66.2 0.51

Table 6. Classification results of DenseNet201 models for test set using different optimizers.

2-class 3-class 4-class 5-class
DenseNet201 CA F1 K CA F1 K CA F1 K CA F1 K
rmsprop 87.7 87.2 0.75 85.6 82.4 0.71 81.5 77.1 0.67 67.8 67.2 0.55
sgdm 84.7 84.2 0.69 83.5 81.1 0.67 78.0 75.2 0.62 64.9 63.0 0.49
adam 86.9 86.7 0.73 84.0 81.6 0.68 78.9 76.8 0.63 67.9 65.2 0.54
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discrepancy can be primarily attributed to the significant 
imbalance in data distribution among the classes.

Figure 6: Confusion matrix of 3-class classification with DenseN-
et201-rmsprop.

In the 4-class classification, the DenseNet201 model with 
the rmsprop optimizer demonstrated the highest success 
across all metrics. Figure 7 presents the confusion matrix 
for this classification. It is evident from the matrix that the 
highest accuracy was achieved in Class 0, which compris-
es images of healthy and suspicious cases. Conversely, the 

consistently maintains relatively higher performance across 
various class settings compared to sgdm and adam. This sug-
gests that rmsprop may offer more stable and reliable per-
formance, making it a preferable choice for optimizing clas-
sification models, particularly in scenarios with higher class 
diversity. In addition, DenseNet201 with rmsprop stands 
out as the most robust combination for multi-class classi-
fication, but all models face challenges as the classification 
task becomes more complex.

When comparing the models based on classification results 
with the same number of classes, several conclusions can be 
drawn from examining all the tables.

For the 2-class classification, the DenseNet201 model 
achieved the highest performance in terms of all metrics 
among all models when using “rmsprop” optimizer. Fig-
ure 5 shows the confusion matrix of this classification with 
DenseNet201-rmsprop. From this figure, it can be seen that 
Class 0, which contains images of healthy and suspicious 
cases, is better classified.

Figure 5: Confusion matrix of 2-class classification with DenseN-
et201-rmsprop.

For the 3-class classification, the highest results across all 
metrics were achieved when using DenseNet201 with the 
rmsprop optimizer. The confusion matrix for this classifi-
cation is depicted in Figure 6. As observed from the ma-
trix, images categorized as Class 0, representing healthy and 
suspicious cases, were classified with the highest accuracy. 
Conversely, Class 2, consisting of X-Ray images indicating 
severe KOA, exhibited the lowest classification success. This 

Figure 7: Confusion matrix of 4-class classification with DenseN-
et201-rmsprop.
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This study explored multiple classifications providing a 
more comprehensive analysis of KOA severity compared to 
most other studies in Table 8 which focused only on 5-class 
or a single classification scheme. The study achieved high 
classification accuracy in the 2-class (87.7% CA) and 3-class 
(85.6% CA) classifications, showing strong performance in 
less complex classification tasks. The accuracy for the 5-class 

lowest accuracy was observed in Class 1, representing mild 
KOA images.

Finally, in the 5-class classification process, although the 
Xception-rmsprop model achieved the same accuracy and K 
value as DenseNet201-rmsprop, it achieved a higher success 
in terms of F1-score. For this reason, the Xception-rmsprop 
model provided the best performance in this classification. 
In this classification, classes represent the degrees of KL 
grading system. Figure 8 shows the confusion matrix of this 
classification. 

According to Figure 8, the highest success with the Xcep-
tion-rmsprop model was achieved in the classification of 
Class 4 i.e. images of severe KOA cases. The next highest 
success was in the classification of healthy images (Class 0). 
The lowest classification success was in the Class 1 classi-
fication of images in which the presence of KOA was sus-
pected. These images could not be differentiated very well 
from images of healthy and mild KOA cases. 

Since the DenseNet201-rmsporp model achieved the same 
accuracy and kappa value in this classification, if we exam-
ine the confusion matrix in Figure 9, the highest rate was 
achieved in the classification of images of severe KOA cases, 
while the second successful result was obtained in the classi-
fication of those of moderate KOA. Similar to the Xception 
model, with DenseNet201-rmsprop, images of suspected 
KOA cases were classified at the lowest rate.

Training times in hours (hr) and minutes (min) when us-
ing the optimizers where all models give the highest per-
formance for 2, 3, 4 and 5-class classifications are given in 
Table 7.

As can be seen from Table 7, the longest training took while 
training the Densenet201 model. The shortest training took 
place while training the VGG16 model. While there are 
big differences between them in terms of duration, we can-
not talk about big differences in terms of performance. The 
Xception model also provided the highest performance for 
5 classes and completed its training in a not too long time. 
In VGG16, it performed very closely with it for 5-class clas-
sification, even its kappa values were equal, and it completed 
the training period in a very short time.

A brief comparison with other studies for KOA severity de-
tection using deep learning models is summarized in Table 
8.

Figure 8: Confusion matrix of 5-class classification with Xcep-
tion-rmsprop.

Figure 9: Confusion matrix of 5-class classification with DenseN-
et201-rmsprop.
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were evaluated into 2 classes according to treatment status. 
Additionally, the number of data points analyzed in our 
study was different from theirs. A similar situation exists in 
the 3-class classification carried out by Sharma et al. (2023). 
Therefore direct performance comparison is not possible.

This study’s primary advantages include its comprehensive 
evaluation of KOA severity through multiple classification 
levels (2, 3, 4, and 5 classes), flexibility in analysis, and high 
accuracy in less complex classifications. It also offers a de-
tailed comparison of different models (ResNet-50, Xcep-
tion, VGG16, EfficientNetb0, DenseNet201) and optimiza-
tion algorithms (rmsprop, sgdm, adam). Moreover, through 
multiple classifications, the study reveals the behavior and 
impact of models and optimizers across classifications with 
varying numbers of classes. However, the study faces lim-
itations due to data imbalance, which affects classification 
success, especially in more complex classifications. This 
situation highlights the need for strategies to address this 

classification (67.8% CA) was higher than studies carried 
out by (Tiulpin et al. 2018) and (Ahmed and Imran 2024). 
However, it lower compared to several other studies such 
as Rehman and Gruhn (2024) with 93.27% CA, Saini et 
al. (2023) with 89.95% CA, Pi et al. (2023) and Yong et al. 
(2022) with 88.09% CA. This indicates room for improve-
ment in handling the complexity of KOA severity levels. 
Nevertheless, there is a point to consider here that Rehman 
and Gruhn (2024) and Saini et al. (2023) used a different 
number of data in their study than our study. The number 
of data, especially the distribution of data into classes, sig-
nificantly affects the performance of the models. Therefore, 
it would not be appropriate to directly compare our study 
with these two studies. 

As shown in Table 8, Alshamrani et al. (2023) performed a 
2-class classification on a dataset of 3,836 samples labeled 
KOA and Non-KOA. In contrast, our study performed a 
2-class classification that included all KL grades, which 

Table 7. Training times of models.

Models Optimizer Classification Training Times

DenseNet201

rmsprop 2-class 8hr 13min
rmsprop 3-class 8hr 9min
rmsprop 4-class 8hr 5min
rmsprop 5-class 8hr 9min

Xception

adam 2-class 1hr 27min
adam 3-class 1hr 28min

rmsprop 4-class 1hr 21min
rmsprop 5-class 1hr 21min

VGG16

sgdm 2-class 38min
sgdm 3-class 38min
sgdm 4-class 39min
sgdm 5-class 39min

ResNet-50

adam 2-class 1hr 16min
adam 3-class 1hr 16min

rmsprop 4-class 1hr 7min
adam 5-class 1hr 16min

EfficientNet

adam 2-class 3hr 12min
adam 3-class 3hr 12min

rmsprop 4-class 2hr 56min
adam 5-class 3hr 10min
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prove classification accuracy. Expanding the dataset size 
and diversity could further enhance the generalizability and 
robustness of the models. Overall, this study’s multi-lev-
el classification approach offers valuable insights into the 
performance dynamics of various models and optimizers, 
providing a foundation for further advancements in KOA 
severity detection.
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