
MATHEMATICAL SCIENCES AND APPLICATIONS E-NOTES
https://doi.org/10.36753/mathenot.1480183
13 (1) 1-11 (2025) - Research Article
ISSN: 2147-6268

On Absolute Tribonacci Series Spaces and Some
Matrix Operators

Fadime Gökçe

Abstract
In this article, the absolute Tribonacci space |Tθ|q is introduced as the domain of the Tribonacci matrix
on `q. First, certain algebraic and topological structures such as BK−space, isomorphism, duals, and
Schauder basis are studied. Then, some characterizations of compact and matrix operators on this space
are given their norms, and Hausdorff measures of noncompactness are determined.

Keywords: Absolute summability, Compact operator, Hausdorff measure of noncompactness, Matrix transformations,
Tribonacci matrix

AMS Subject Classification (2020): 40C05; 46B45; 40F05; 46A45

1. Introduction
By ω, `∞, c, `q (q > 1) and `, we stand for the set of all sequences of complex numbers, the sequence space of

all bounded, convergent sequences and also for the spaces of all q-absolutely convergent series and absolutely
convergent series, respectively. Also, throughout the paper, the abbreviations HM and HMN will be used instead of
"Hausdorff measure" and "Hausdorff measure of noncompactness" for brevity and N = {0, 1, 2, 3, ...}. Let Λ = (λnv)
be an arbitrary infinite matrix of complex components and U , V be two subspaces of ω. If the series

Λn(u) =

∞∑
v=0

λnvuv,

converges for all n ∈ N, then, we define the Λ-transform of the sequence u = (uv) by Λ(u) = (Λn(u)). Also, it is said
that Λ defines a matrix transformation from the space U into the space V , and denote it by Λ ∈ (U, V ) or Λ : U → V
if Λu = (Λn(u)) ∈ V for every u ∈ U . On the other hand, the α−, β−, γ− duals of U are defined by

Uα =

{
ε ∈ ω : ∀u ∈ U,

∑
n

|εnun| <∞

}
,
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Uβ =

{
ε ∈ ω : ∀u ∈ U, (

n∑
i=0

εnun) ∈ c

}
,

Uγ =

{
ε ∈ ω : ∀u ∈ U, (

n∑
i=0

εnun) ∈ `∞

}
respectively, and the domain of the matrix Λ in U is defined by

UΛ = {u = (un) ∈ ω : Λ(u) ∈ U} . (1.1)

Further, if U is a complete normed space with continuous coordinates rm : U → C described by rm(u) = um for
each m ∈ N, then it is said that U is a BK-space. If there exists unique sequence of coefficients (uk) such that, for
each u ∈ U , ∥∥∥∥∥u−

p∑
k=0

ukbk

∥∥∥∥∥→ 0, p→∞

then, the sequence (bk) is called the Schauder basis for U , and it can be written u =
∞∑
k=0

ukbk.

Assume that 1 ≤ q < ∞ and θ = (θn) is a sequence of positive terms and also take
∑
uv as an infinite series

with its nth partial sum sn. Then, the series
∑
uv is said to be summable |Λ, θn|q , q ≥ 1, if

∞∑
n=0

θq−1
n |∆Λn(s)|q <∞,

where ∆Λn(s) = Λn(s)− Λn−1(s), Λ−1(s) = 0 (see [1]).
It is clear that this method includes a good number of well known methods for special selections. We refer to

reader [2–6]. Recently, the literature of summability theory has expanded in many respects, with many studies
using both the summability methods and the absolute summability methods (see [7–19]).

On the other hand, Tribonacci numbers are the sequence of integers identified by the third order recurrence
relation with initial conditions t0 = 1, t1 = 1, t2 = 2,

tj = tj−1 + tj−2 + tj−3

t−j = 0, j ≥ 1

[20]. So, some of the first Tribonacci numbers can be written as follows:

1, 1, 2, 4, 7, 13, 24, 44, ...

Besides, Tribonacci numbers have the following useful properties:

m∑
j=0

tj =
tm+2 + tm − 1

2
,m ≥ 0,

m∑
j=0

t2j =
t2m+1 + t2m − 1

2
,m ≥ 0,

lim
m→∞

tm
tm+1

= 0.54368901...

Tribonacci matrix T = (tmj) has recently been defined by Yaying and Hazarika [19] as follows:

tmj =

{
2tj

tm+2+tm−1 , 0 ≤ j ≤ m
0, j > m

where tm be the mth Tribonacci number for all m ∈ N.
Throughout the whole paper, q∗ is the conjugate of q, i.e., 1/q + 1/q∗ = 1 for q > 1, and 1/q∗ = 0 for q = 1.
Now, let remind certain lemmas which are used in the proof of our theorems.
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Lemma 1.1. [21] Λ ∈ (`q, `) iff

‖Λ‖(`q,`) = sup
S∈T


∞∑
k=0

∣∣∣∣∣
∞∑
n∈S

λnk

∣∣∣∣∣
q∗


1/q∗

.

where 1 < q <∞ and T is defined as the collection of all the finite subsets of N.

While Lemma 1.1 introduces a condition that is very difficult to implement in applications, the following lemma,
which gives the equivalent condition, will be more useful in a lot of cases.

Lemma 1.2. [22] Λ ∈ (`q, `) iff

‖Λ‖
′

(`q,`)
=


∞∑
k=0

( ∞∑
n=0

|λnk|

)q∗
1/q∗

<∞,

where 1 < q <∞. Moreover since
‖Λ‖(`q,`) ≤ ‖Λ‖

′

(`q,`)
≤ 4 ‖Λ‖(`q,`) ,

there exists 1 ≤ η ≤ 4 such that ‖Λ‖
′

(`q,`)
= η ‖Λ‖(`q,`).

Lemma 1.3. [23] Λ ∈ (`, `q) iff

‖Λ‖(`,`q) = sup
k

{ ∞∑
n=0

|λnk|q
} 1
q

,

where 1 ≤ q <∞.

Lemma 1.4. [21]

1. Λ ∈ (`, c)⇔
(i) lim

n
λnk exists for k ≥ 0,

(ii) sup
n,k
|λnk| <∞,

2. Λ ∈ (`, `∞)⇔ (ii) holds,

3. If 1 < q <∞,Λ ∈ (`q, c)⇔
(i) holds,

(iii) sup
n

∞∑
k=0

|λnk|q
∗
<∞,

4. If 1 < q <∞,Λ ∈ (`q, `∞)⇔ (iii) holds.

Let (U, d) be a metric space and B,P ⊂ U . For every p ∈ P , if there exists an b ∈ B such that d(p, b) < ε then,
B is called an ε-net of P ; if B is finite, then the ε-net B of P is called a finite ε-net of P . Assume that U and V are
Banach spaces. If domain of a linear operator S is all of U and, for every bounded sequence (un) in U , the sequence
(S(un)) has a convergent subsequence in V , then the operator S : U → V is called compact. C(U, V ) determines
the class of all such operators. Assume that Q defines a bounded subset of U . The HMN of Q is described by the
number

χ (Q) = inf {ε > 0 : Q has a finite ε− net in U} ,

where χ is the HMN.

Lemma 1.5. [24] Assume that Q is a bounded subset of the normed space U where U = `q for 1 ≤ q < ∞ or U = c0. If
Rn : U → U is the operator defined by Rn(u) = (u0, u1, ...un, 0, 0, ...) for all u ∈ U , then

χ (Q) = lim
r→∞

(
sup
U∈Q
‖(I −Rr) (u)‖

)
.
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Assume that U , V are Banach spaces; χ1 χ2 are the HM on these spaces, respectively and S : U → V is a linear
operator. If S(Q) ⊂ V is a bounded set and there exists a positive constant ζ such that χ2 (S(Q)) ≤ ζχ1 (S(Q))
for all bounded subset Q ⊂ U , then the linear operator S : U → V is called (χ1, χ2)- bounded. If an operator S is
(χ1, χ2)- bounded, then the number

‖S‖(χ1,χ2) = inf {ζ > 0 : χ2 (S(Q)) ≤ ζχ1 (S(Q)) for all bounded set Q ⊂ U}

is called the (χ1, χ2)-measure noncompactness of S. Specifically, if χ1 = χ2 = χ then we get ‖S‖(χ,χ) = ‖S‖χ .

Lemma 1.6. [25] Assume that U , V are Banach spaces, S ∈ B(U, V ) and Su = {u ∈ U : ‖u‖ ≤ 1} is the unit sphere in U .
Then,

‖S‖χ = χ (S (Su))

and
S ∈ C(U, V )⇔ ‖S‖χ = 0.

Lemma 1.7. [26] Assume that U is a normed sequence space, T = (tnv) is an infinite triangle, χT and χ denote the HMN on
MUT and MU , the collections of all bounded sets in UT and U , respectively. Then, for all Q ∈MUT ,

χT (Q) = χ(T (Q)).

The main purpose of the paper is to establish the space |Tθ|q combining Tribonacci matrix given by Yaying and
Hazarika [19] and the concept of absolute summability. After the introduction of the space, some inclusion relations
are expressed, the α−, β−, γ− duals and basis of the space are constructed, and also characterizing certain matrix
operators related to the space, their norms and HMN are determined.

2. Absolute Tribonacci space |Tθ|q
In this part of the paper, firstly, the absolute Tribonacci space |Tθ|q is introduced and then, some inclusion

relations, algebraic and topological structures of the space are investigated.
If we choose the Tribonacci matrix instead of Λ in (1.1), then the summabilty method |Λ, θn|q is reduced to the

absolute Tribonacci summability. To put it more clearly, take (sn) which is a sequence of partial sum of
∑
uv. So,

we have
Λn(s) =

n∑
j=0

tnjsj =
n∑
v=0

uv
n∑
j=v

tnj =
n∑
v=0

uv
n∑
j=v

2tj
tn+2+tn−1

and so, with a few calculations, we get

∆Λn(s) =
n∑
j=0

uj
n∑
k=j

2tk
tn+2+tn−1 −

n−1∑
j=0

uj
n−1∑
k=j

2tk
tn+1+tn−1−1

= 2tn
tn+2+tn−1un +

n−1∑
j=0

uj

(
2tn

tn+2+tn−1 + ∆σn
n−1∑
k=j

2tk

)
=

n∑
j=0

φnjuj

where
σn =

1

tn+2 + tn − 1
,

φnj =


2tn

tn+2+tn−1 , j = n

2tn
tn+2+tn−1 + ∆σn

n−1∑
k=j

2tk, 0 ≤ j ≤ n− 1

0, j > n.

Now, we are ready to present the absolute Tribonacci space:

|Tθ|q =

u ∈ ω :

∞∑
n=0

θq−1
n

∣∣∣∣∣∣
n∑
j=0

φnjuj

∣∣∣∣∣∣
q

<∞

 .
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Besides, it is seen immediately that

(F (q) ◦ T̃ )n(u) = θ1/q∗

n (T̃n(u)− T̃n−1(u))

where

t̃nj =

 σn
n∑
v=j

2tv, 0 ≤ j ≤ n

0, j > n,
(2.1)

f
(q)
nj =


θ

1/q∗

n , j = n

−θ1/q∗

n , j = n− 1
0, j 6= n, n− 1.

(2.2)

Taking into account the matrices T̃ = (t̃nk) and F (q) = (f
(q)
nk ) and the notation of domain, the space may be

written that
|Tθ|q = (`q)F (q)◦T̃ .

Also, it is known that there exists a unique inverse matrix which also is a triangle for every triangle matrix [27]. So,
the matrices T̃ and F (q) have unique inverse matrices T̃−1 = (t̃−1

nk ) and (F̃ (q))−1 = ((f̃
(q)
nk )−1) given by

t̃−1
nk =


1

2σntn
, k = n

− 1
2σn−1tn

− 1
2σn−1tn−1

, k = n− 1
1

2σn−2tn−1
, k = n− 2

0, k > n

(2.3)

(f̃
(q)
nk )−1 =

{
θ
−1/q∗

k , 0 ≤ k ≤ n
0, k > n

(2.4)

respectively.

Now, to explain a relation between the natural norm of the spaces `q and the norm of |Tθ|q, we express the
following theorem.

Theorem 2.1. |Tθ|q is BK-space with respect to the norm

‖u‖|Tθ|q =
∥∥∥F (q) ◦ T̃ (u)

∥∥∥
`q
,

where 1 ≤ q <∞.

Proof. Let 1 ≤ q <∞. It is known that `q is a BK-space. Also, since F (q) ◦ T̃ is a triangle, it is obtained immediately
from Theorem 4.3.2 in [27], |Tθ|q = (`q)F (q)◦T̃ is a BK-space.

Theorem 2.2. The sequence b(i) = (b
(i)
n ) is a Schauder basis for the space |Tθ|q where

b(i)n =


θ
−1/q∗

i

(
1

2σntn
− 1

2σn−1tn
− 1

2σn−1tn−1
− 1

2σn−2tn−1

)
, i ≤ n− 2

θ
−1/q∗

i

(
1

2σntn
− 1

2σn−1tn
− 1

2σn−1tn−1

)
, i = n− 1

θ
−1/q∗

i
1

2σntn
, i = n

0, i > n

1 ≤ q <∞.

Proof. Let remind that (e(i)) is the Schauder basis of `q. So, it is obtained from Theorem 2.3 in [28] that b(i) =

(T̃−1
n ((F (q))−1(e(i)))) is a Schauder basis of the absolute space |Tθ|q .

Theorem 2.3. Let 1 ≤ q ≤ s <∞. If there exists a constant C > 0 such that θn ≤ C for all n ∈ N, then |Tθ|q ⊂ |Tθ|s .
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Proof. Take u ∈ |Tθ|q . Since `q ⊂ `s, then

(
θ

1
q∗
n

n∑
j=0

φnjuj

)
∈ `s and also, since θn ≤ C for all n ∈ N,

C
s
q∗−

s
s∗

∣∣∣∣∣∣θ 1
s∗
n

n∑
j=0

φnjuj

∣∣∣∣∣∣
s

≤

∣∣∣∣∣∣θ1/q∗

n

n∑
j=0

φnjuj

∣∣∣∣∣∣
s

where q∗ and s∗ are the conjugate of q and s, respectively. Hence, we get that u ∈ |Tθ|s. This concludes the proof.

Theorem 2.4. The space |Tθ|q is isomorphic to the space `q i.e., |Tθ|q ∼= `q where 1 ≤ q <∞.

Proof. To prove the theorem, it should be shown that there exists a linear bijection between the spaces |Tθ|q and
`q where 1 ≤ q < ∞. Taking into account the transformations T̃ : |Tθ|q → (`q)F (q) , F (q) : (`q)F (q) → `q and the
matrices corresponding to them given in (2.1) and (2.2). Since the matrices F (q) and T̃ are triangles, it is obvious
that T̃ and F (q) are linear bijections and also the composite function F (q) ◦ T̃ is a linear bijective operator. Moreover,

‖u‖|Tθ|q =
∥∥∥F (q) ◦ T̃ (u)

∥∥∥
q
,

i.e., the norm is preserved and so the proof is concluded.

We define

D1 =

ε ∈ ω : θ−1/k∗

v

∞∑
j=v+2

εj

(
1

2tj
∆(

1

σj
)− 1

2tj−1
∆(

1

σj−1
)

)
exist for all v

 ,

D2 =

{
ε ∈ ω : sup

m

(
1
θm

∣∣∣ εm
2σmtm

∣∣∣q∗ + 1
θm−1

|ξm−1|q
∗

+
m−2∑
v=0

1
θv

∣∣∣∣∣ξv +
m∑

j=v+2

εj

(
1

2tj
∆( 1

σj
)− 1

2tj−1
∆( 1

σj−1
)
)∣∣∣∣∣
q∗
 <∞

 ,

D3 =

ε ∈ ω : sup
m,v


∣∣∣∣ εm
σmtm

∣∣∣∣+ |ξm−1|+

∣∣∣∣∣∣ξv +

m∑
j=v+2

εj

(
1

2tj
∆(

1

σj
)− 1

2tj−1
∆(

1

σj−1
)

)∣∣∣∣∣∣
 <∞

 ,

D4 =

{
ε ∈ ω :

∞∑
v=0

1
θv

(
∞∑

j=v+2

∣∣∣εj ( 1
2tj

∆( 1
σj

)− 1
2tj−1

∆( 1
σj−1

)
)∣∣∣ +

∣∣∣ εv+1

2σv+1tv+1
− εv+1

2σvtv+1
− εv+1

2σvtv

∣∣∣
+

∣∣∣ εv
2σvtv

∣∣∣)q∗ <∞} ,
D5 =

{
ε ∈ ω : sup

v

{
∞∑

j=v+2

∣∣∣εj ( 1
2tj

∆( 1
σj

)− 1
2tj−1

∆( 1
σj−1

)
)∣∣∣ +

∣∣∣ εv+1

2σv+1tv+1
− εv+1

2σvtv+1
− εv+1

2σvtv

∣∣∣
+

∣∣∣ εv
2σvtv

∣∣∣} <∞} ,
ξv =

εv
2σvtv

+
εv+1

2σv+1tv+1
− εv+1

2σvtv+1
− εv+1

2σvtv
.

Similarly, when λjv is used instead of εv in above equation, the notation ξ(j)
v will be used instead of ξv .

Theorem 2.5. Let θ = (θn) be a sequence of positive numbers and 1 < q <∞. Then,

(i) {|Tθ|}α = D5,
{
|Tθ|q

}α
= D4,

(ii) {|Tθ|}β = D1 ∩D3,
{
|Tθ|q

}β
= D1 ∩D2,

(iii) {|Tθ|}γ = D3,
{
|Tθ|q

}γ
= D2.
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Proof. We give the proof of (ii).

(ii) It’s known that ε ∈
{
|Tθ|q

}β
iff (

m∑
j=0

εjuj) ∈ c for all u ∈ |Tθ|q . By the inverse transformations of T̃ , F (q), we

get

m∑
j=0

εjuj =
m∑
j=0

εj

(
yj

2σjtj
− yj−1

2σj−1tj
− yj−1

2σj−1tj−1
− yj−2

2σj−2tj−1

)

=
m∑
v=0

m∑
j=v

θ−1/q∗
v εj
2σjtj

zv −
m−1∑
v=0

m∑
j=v+1

θ−1/q∗
v εj
2σj−1tj

zv −
m−1∑
v=0

m∑
j=v+1

θ−1/q∗
v εj

2σj−1tj−1
zv +

m−2∑
v=0

m∑
j=v+2

θ−1/q∗
v εj

2σj−2tj−1
zv

=
θ−1/q∗
m εm
2σmtm

zm + θ
−1/q∗

m−1

(
εm−1

2σm−1tm−1
+ εm

2σmtm
− εm

2σm−1tm
− εm

2σm−1tm−1

)
zm−1

+
m−2∑
v=0

θ
−1/q∗

v

(
ξv +

m∑
j=v+2

εj

(
1

2tj
∆( 1

σj
)− 1

2tj−1
∆( 1

σj−1
)
))

zv

=
m∑
v=0

dmvzv (y = T̃ (u), z = F (q)(y))

where D = (dmv) is defined by

dmv =


θ
−1/q∗

v

(
ξv +

m∑
j=v+2

εj

(
1

2tj
∆( 1

σj
)− 1

2tj−1
∆( 1

σj−1
)
))

, 0 ≤ v ≤ m− 2

θ
−1/q∗

m−1 ξm−1, v = m− 1
θ−1/q∗
m εm
2σmtm

, v = m

0, v > m.

Therefore, ε ∈
{
|Tθ|q

}β
⇔ D ∈ (`q, c). Now, applying Lemma 1.4 to the matrix D, it is obtained that

{
|Tθ|q

}β
=

D1 ∩D2, which concludes the proof.
The proofs of other parts can be similarly verified, so there is no need for this.

3. Matrix transformations
In this part of the paper, certain characterizations of matrix and compact operators on the absolute Tribonacci

space |Tθ|q are investigated and also their norms and HMN are computed.

Theorem 3.1. Let 1 ≤ q < ∞, Λ = (λnj) be an infinite matrix of complex components for each n, j ∈ N and identify the
matrix H(n) =

(
h

(n)
mv

)
by

h(n)
mv =


ξ

(n)
v +

m∑
j=v+2

λnj

(
1

2tj
∆( 1

σj
)− 1

2tj−1
∆( 1

σj−1
)
)
, 0 ≤ v ≤ m− 2

ξ
(n)
m−1, v = m− 1
λnm

2σmtm
, v = m

0, v > m.

Moreover, let H̄ = (h̄nv) be a matrix whose terms is given by h̄nv = lim
m
h

(n)
mv and H̃ = F (q) ◦ T̃ ◦ H̄ . Then, Λ ∈

(
|Tθ| , |Tθ|q

)
if and only if

∞∑
j=v+2

λnj

(
1

2tj
∆(

1

σj
)− 1

2tj−1
∆(

1

σj−1
)

)
exists for all v (3.1)

sup
m,v


∣∣∣∣ λnm2σmtm

∣∣∣∣+
∣∣∣ξ(n)
m−1

∣∣∣+

∣∣∣∣∣∣ξ(n)
v +

m∑
j=v+2

(
1

2tj
∆(

1

σj
)− 1

2tj−1
∆(

1

σj−1
)

)
λnj

∣∣∣∣∣∣
 <∞, (3.2)
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sup
v

∞∑
n=0

∣∣∣h̃nv∣∣∣q <∞. (3.3)

If Λ ∈
(
|Tθ| , |Tθ|q

)
, then Λ is a bounded linear operator,

‖Λ‖(|Tθ|,|Tθ|q) =
∥∥∥H̃∥∥∥

(l,lq)
,

and

‖Λ‖χ = lim
v→∞

{
sup
r

( ∞∑
n=v+1

∣∣∣h̃nr∣∣∣)q}
1
q

.

Proof. Λ ∈
(
|Tθ| , |Tθ|q

)
equals to (λnv)

∞
v=0 ∈ {|Tθ|}

β and Λ(u) ∈ |Tθ|q for all u ∈ |Tθ|. It is easy to see from

Theorem 2.5 that (λnv)
∞
v=0 ∈ {|Tθ|}

β if and only if the conditions (3.1) and (3.2) hold. In addition to this, if a matrix

S = (snv) ∈ (`, c), then the series Sn(u) =
∞∑
v=0

snvuv is uniformly convergent in n, because, the remaining term of

the series is uniformly tending to zero in n, since∣∣∣∣∣
∞∑
v=p

snvuv

∣∣∣∣∣ ≤ sup
v
|snv|

∞∑
v=p

|uv | → 0 (p→∞) .

So we get

lim
n
Sn (u) =

∞∑
v=0

lim
n
snvuv. (3.4)

Considering (2.3), (2.4) and (3.4) we get immediately

Λn(u) = lim
m

m∑
k=0

λnkuk = lim
m

m∑
r=0

h
(n)
mrzr =

∞∑
r=0

h̄nrzr.

Moreover, according to Theorem 2.4, since there exists a linear isomorphism between |Tθ|q , `q for 1 ≤ q <∞, it is

written that Λ(u) ∈ |Tθ|q for all u ∈ |Tθ| iff H̄ ∈
(
`, |Tθ|q

)
, or equivalently, since |Tθ|q = (`q)F (q)◦T̃ , H̃ ∈ (`, `q). Here,

the terms of matrix Ĥ and H̃ can be stated as

ĥnr =

n∑
v=0

t̃nvh̄vr =

n∑
v=0

σn

n∑
j=v

2tj h̄vr,

h̃nr = θ1/q∗

r

(
ĥnr − ĥn−1,r

)
, n ≥ 1 and h̃0r = h̄0r.

So, if we apply Lemma 1.3 to the matrix H̃ , then, we get immediately the condition (3.3), and this concludes the
first part of the proof.

Also, if Λ ∈
(
|Tθ| , |Tθ|q

)
, then, since the spaces |Tθ|q and |Tθ| are BK-spaces, Λ determines a bounded operator.

For the determination of the operator norm of Λ, take into account the isomorphisms T : |Tθ|q → (`q)F (q) , F (q) :

(`q)F (q) → `q defined as in Theorem 2.4. Then, it can be seen easily that Λ = T̃−1 ◦
(
F (q)

)−1 ◦ H̃ ◦ F (1) ◦ T and so,

‖Λ‖(|Tθ|,|Tθ|q) = sup
u6=0

‖Λ(u)‖|Tθ|q
‖u‖|Tθ|

= sup
u6=0

∥∥∥T̃−1◦(F (q))
−1◦H̃◦F (1)◦T̃ (u)

∥∥∥
|Tθ|q

‖u‖|Tθ|

= sup
z 6=0

‖H̃(z)‖
`q

‖z‖`
=
∥∥∥H̃∥∥∥

(`,`q)
(z = F (1) ◦ T̃ (u)).
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Finally, let Q be a unique ball in |Tθ|. Since F (q) ◦ T̃ ◦ ΛQ = H̃ ◦ F (1) ◦ T̃Q, it is written that

‖Λ‖χ = χ(ΛQ) = χ
(
F (q) ◦ T̃ ◦ ΛQ

)
= χ

(
H̃ ◦ F (1) ◦ T̃Q

)

= lim
v→∞

(
sup

z∈F (1)(T̃ (Q))

∥∥∥(I −Rv)
(
H̃(z)

)∥∥∥)

= lim
v→∞

{
sup
r

( ∞∑
n=v+1

∣∣∣h̃nr∣∣∣)q} 1
q

.

This completes the proof.
The compact operators in this class are characterized by Theorem 3.1 and Lemma 1.6. Corollary 3.1 gives us the

condition:

Corollary 3.1. Under the hypothesis of Theorem 3.1

Λ ∈
(
|Tθ| , |Tθ|q

)
is compact⇔ lim

v→∞

{
sup
r

( ∞∑
n=v+1

∣∣∣h̃nr∣∣∣)q} 1
q

= 0.

Theorem 3.2. Let 1 < q <∞, λ = (λnj) be an infinite matrix of complex components for each n, j ∈ N and H(n) =
(
h

(n)
mv

)
be as in Theorem 3.1. Also, describe Ē = (ēnv) by ēnv = lim

m
θ
−1/q∗

v h
(n)
mv and Ẽ = F (1) ◦ T̃ ◦ Ē. Then, Λ ∈

(
|Tθ|q , |Tθ|

)
if

and only if
∞∑

j=r+2

λnj

(
1

2tj
∆(

1

σj
)− 1

2tj−1
∆(

1

σj−1
)

)
exist for all r,

sup
m

 1

θm

∣∣∣∣ λnm2σmtm

∣∣∣∣q∗ +
1

θm−1

∣∣∣ξ(m−1)
n

∣∣∣q∗ +

m−2∑
v=0

1

θv

∣∣∣∣∣∣ξ(v)
n +

m∑
j=v+2

λnj

m∑
v=r+2

(
1

2tj
∆(

1

σj
)− 1

2tj−1
∆(

1

σj−1
)

)∣∣∣∣∣∣
q∗
 <∞,

∞∑
r=0

( ∞∑
n=0

|ẽnr|

)q∗
<∞.

Moreover, if Λ ∈
(
|Tθ|q , |Tθ|

)
, then Λ is a bounded linear operator,

‖Λ‖(|Tθ|q,|Tθ|) =
∥∥∥Ẽ∥∥∥

(`q,`)

and

‖Λ‖χ =
1

η
lim
v→∞


∞∑
r=0

( ∞∑
n=v+1

|ẽnr|

)q∗
1
q∗

where 1 ≤ η ≤ 4.

Corollary 3.2 gives us the characterization of compact operators with together Lemma 1.6 and Theorem 3.2.

Corollary 3.2. Under the conditions of Theorem 3.2

Λ ∈ C
(
|Tθ|q , |Tθ|

)
⇔ 1

η
lim
v→∞


∞∑
r=0

( ∞∑
n=v+1

|ẽnr|

)q∗
1
q∗

= 0.
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4. Conclusion
Recently, in addition to the studies on sequence spaces obtained as the domain of some special matrices

and matrix transformations related to them, new sequence spaces obtained by using the concept of absolute
summability method have been introduced in the literature. In this study, the absolute Tribonacci space |Tθ|q has
been introduced as the domain of the Tribonacci matrix on lq . Then, some algebraic and topological structure have
been studied, certain characterizations of compact and matrix operators on these spaces with their norms and
Hausdorff meausures of noncompactness have been given. A different perspective has been generated by including
the Tribonacci sequence, which is an interesting number sequence, in the subject.

Article Information
Acknowledgements: The author would like to express their sincere thanks to the editor and the anonymous

reviewers for their helpful comments and suggestions.

Conflict of Interest Disclosure: No potential conflict of interest was declared by the author.

Plagiarism Statement: This article was scanned by the plagiarism program.

References
[1] Sarıgöl, M.A.: On the local properties of factored Fourier series. Applied Mathematics and Computation. 216 (11),

3386-3390 (2010).

[2] Gökçe, F.: Compact matrix operators on Banach space of absolutely k -summable series. Turkish Journal of Mathematics.
46(3), 1004-1019 (2022).

[3] Gökçe, F.: Absolute Lucas spaces with matrix and compact operators. Mathematical Sciences and Applications
E-Notes. 10(1), 27-44 (2022).

[4] Gökçe, F.: Compact and matrix operators on the space
∣∣Nθ

p

∣∣
k

. Fundamental Journal of Mathematics and Applications.
4(2), 124-133 (2021).

[5] Gökçe, F., Sarıgöl, M.A.: Some matrix and compact operators of the absolute Fibonacci series spaces. Kragujevac
Journal of Mathematics. 44 (2), 273–286 (2020).

[6] Gökçe, F., Sarıgöl, M.A.: On absolute Euler spaces and related matrix operators. Proceedings of the National
Academy of Sciences, India Section A: Physical Sciences. 90(5), 769-775 (2020).

[7] Gökçe, F.: Characterizations of matrix and compact operators on BK spaces. Universal Journal of Mathematics and
Applications. 6(2), 76-85 (2023).

[8] Daglı, M. C., Yaying, T.: Some new paranormed sequence spaces derived by regular Tribonacci matrix. The Journal of
Analysis. 31(1), 109-127 (2023).

[9] Devletli, U., Ilkhan Kara, M.: New Banach sequence spaces defined by Jordan Totient function. Communications in
Advanced Mathematical Sciences, 6(4), 211-225 (2023).

[10] FLett, T.M.: On an extension of absolute summability and some theorems of Littlewood and Paley. Proceedings of the
London Mathematical Society. 7, 113-141 (1957).

[11] Ilkhan Kara, M., Bayrakdar, M. A.: A study on matrix domain of Riesz-Euler totient matrix in the space of p-absolutely
summable sequences. Communications in Advanced Mathematical Sciences, 4 (1), 14-25 (2021).

[12] Ilkhan, M.: Matrix domain of a regular matrix derived by Euler Totient function in the spaces c0 and c. Mediterranean
Journal of Mathematics. 17(1), 1-21 (2020).

[13] Kara E. E., Ilkhan, M.: Some properties of generalized Fibonacci sequence spaces. Linear Multilinear Algebra. 64 (11),
2208-2223 (2016).

[14] Kara E. E., Ilkhan, M.: On some Banach sequence spaces derived by a new band matrix. British Journal of Mathematics
& Computer Science. 9(2), 141-159 (2015).



Absolute Tribonacci series spaces 11

[15] Karakas, M.: Tribonacci-Lucas Sequence Spaces. Journal of the Institute of Science and Technology. 13 (1), 548-562
(2023).

[16] Mohapatra, R.N., Sarıgöl, M.A.: On matrix operators on the series spaces
∣∣N̄θ

p

∣∣
k
. Ukrainian Mathematical Journal.

69 (11), 1524-1533 (2017).
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