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Abstract 

Oral cancer holds a significant position among head and neck cancers and is encountered quite 

frequently. Oral cancer, which is the eleventh most common type of cancer worldwide, causes 

approximately 177,000 deaths and 350,000 new cases every year [1, 2]. The most commonly 

observed type of oral cancer is Oral Squamous Cell Carcinoma (OSCC) [6] which comprises 

about 90% of the cases [7]. The survival rate for OSCC is low due to the frequent late diagnosis 

[19]. This also underscores the importance of early diagnosis. Convolutional neural networks 

(CNN) are highly preferred for their high performance in early diagnosis. In this study, the early 

diagnosis of oral cancer has been investigated through the utilization of CNN. Additionally, two 

models are selected for each of the two different CNN architectures. Classification is carried out 

with varying hyperparameters on these four models, and the resulting classification accuracies 

were examined. Furthermore, the two architectures are compared in terms of their performance, 

highlighting the differences in accuracy and efficiency. The accuracy values for the DenseNet 

and ResNet architectures in this classification problem are investigated. Models were selected 

with varying layer depths within each architecture to understand how the number of layers 

affected classification accuracy. Furthermore, these processes are carried out with different 

optimizers and epoch numbers, aiming to explore the influence of optimizer choices and varying 

epoch numbers on classification accuracy. As a result of the study, the highest accuracy rate was 

measured as 97.01%, achieved using the DenseNet201 architecture with the SGD optimizer. 
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1. INTRODUCTION 

 

Oral cancer held a significant position among head and neck cancers, with a notably high incidence. Oral 

cancer caused approximately 177,000 deaths and 350,000 new cases, and it was ranked as the eleventh 

most common type of cancer worldwide every year [1, 2]. The significance of oral cancer was presented. 

Two-thirds of the global incidence of oral cancer occurred in low or middle-income countries [3]. 

Furthermore, it ranked sixth among high risk types of cancer incidence globally and in middle-income 

countries [4]. The oral cavity and all sub-regions, lip, and oropharynx cancers were involved by this cancer 

type [5].  

 

Oral Squamous Cell Carcinoma (OSCC), which was commonly observed, was identified as the prevalent 

type of oral cancer [6], composing about 90% of the disease [7].  

 

Mucosal carcinomas, including oral squamous cell carcinoma, were evaluated separately due to differences 

in position, anamnesis, etiology, and methodology. Oral cancer was usually evaluated differently from 

carcinomas that occurred in the oropharynx because oropharyngeal cancers were mostly resulted from the 

human papillomavirus (HPV), while oral cancer was typically caused by tobacco and alcohol use [8].  
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But the incidence of oral and oropharyngeal cancer increased due to the HPV origin in the last ten years [9-

11]. Additionally, it can be stated that oral cancer risk factors were altered based on the geographical region 

and the lifestyle habits of the local inhabitants [12]. For example, among the foremost risk factors in 

Western countries, smoking and alcohol use were considered [12], while in South Asia and Pacific 

countries, chewing betel nuts and smoking were identified as important risk factors [13]. So, to sum up, the 

major risk factors for this disease included the use of all tobacco products, alcohol consumption, chronic 

inflammation, betel nut chewing, and HPV [14-18].  

 

The regions where oral cancer was typically observed included the lips, floor of the mouth, gums, and 

tongue, the oral cavity, and various other regions [7]. 

 

The survival rate for OSCC is typically kept low because the diagnosis is often delayed [19]. The five-year 

survival rate for OSCC generally ranged from 15% to 50%, with most diagnoses being made at an advanced 

stage, typically in the third or fourth stage [20]. However, if the diagnosis was made in the early stages, 

particularly in the first and second stages, the survival rate was believed to have reached around 80%. [21, 

22]. 

 

The disease could be diagnosed at an advanced stage of approximately 50%. The reasons for this are 

believed to be the lack of significant symptoms in patients during the early stages, or the patient not seeking 

medical support until experiencing obvious symptoms such as pain, bleeding, and a mass in the oral cavity 

or neck, and the belief that lymphatic spread occurs [22]. 

 

When there was a delay in diagnosis for more than a month, the probability of the disease being in an 

advanced stage increased [23]. Also, when the disease advanced and access to the location where the tumor 

was located became difficult, the prognosis worsened [9]. Biomarkers could be used in the diagnosis of 

OSCC [24]. 

 

For this, a biopsy specimen is taken from the patient by the pathologist and examined under the microscope. 

However, this evaluation was conducted solely through the visual examination of cell structure, formality, 

tissue distribution, and cancer level [19]. 

 

Therefore, the results are considered qualitative, and specificity with sensitivity is considered uncertain. 

For both this reason and due to increased awareness about the dangers of oral cancer, the demand for true 

and early diagnosis techniques increased [25]. 

 

Many patients avoided the biopsy because of reasons such as cost or various other factors. Therefore, in the 

early stages, patients often delayed or avoided biopsy, hindering early diagnosis. For all these reasons, 

researchers recommended more accessible diagnostic methods [26]. 

 

One of the mentioned diagnostic approaches entailed diagnosing oral cancer by examining risk factors, 

conducting laboratory tests, and analyzing lesion images through the utilization of artificial neural networks 

(ANN) [27]. In this study, the goal was to achieve successful results using the powerful architectures of 

artificial neural networks for a disease where early diagnosis is of vital importance. In this context, a 

comprehensive analysis was carried out using models and hyperparameters that were believed to provide 

the highest accuracy. The different models and hyperparameters used in the study also serve as a guiding 

resource for future research. 

 

The studies conducted on the subject were mentioned in the continuation of this section. 

 

A smartphone-based neural network model was suggested by Uthoff et al. (2018) [28], and sensitivity, 

specificity, positive estimator, and negative estimator values ranging from 80% to 90% were obtained. In 

another study, it was demonstrated by Xu et al. (2019) [29]. that three-dimensional CNN are superior to 

two-dimensional CNN in the early diagnosis of oral cancer. 
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High performance was demonstrated by CNN, making them highly preferred. A deep learning-based 

multilayer neural network model was proposed by Gupta et al. (2019) [30], achieving an accuracy of 

91.65% for the training dataset and 89.3% for the test dataset. A divided deep CNN model has been 

proposed by Jeyaraj et al. (2019) [31], and a classification accuracy of 91.4%, sensitivity of 0.94, and 

specificity of 0.91 were achieved for a 100-image dataset. Additionally, an accuracy of 94.5% was achieved 

for a 500-image dataset. 

 

A study was presented by Fu et al. (2020) [32] in which they achieved an AUC (Area Under the Curve) of 

98.3%, a sensitivity of 94.9%, and a specificity of 88.7%. The ResNet-101 algorithm was utilized in a study 

presented by Welikala et al. (2020) [33], and a training accuracy of 78.30% was achieved. 

 

The utilization of AlexNet, VGG-16, VGG-19, and ResNet-50 models was presented in a study by Das et 

al. (2020) [34], and the highest classification accuracy among these four models was achieved with the 

ResNet-50 model at 92.15%. Additionally, Das et al. introduced their self-developed CNN model, and 

better results were obtained with 97.5% accuracy compared to the transfer learning performed with the four 

models that had been previously used. The SVM model was utilized in a study by Chu et al. (2020) [35], 

and a training accuracy of 70.59% was achieved. A study was presented by Lin et al. (2021) [36], and data 

preprocessing was applied to the smartphone-based images. The study utilized the CNN-based HRnet 

algorithm, and sensitivities of 83.0%, specificity of 96.6%, precision of 84.3%, and an F1-score of 83.6% 

were achieved. 

 

The artificial neural network-based prediction models were developed by Alhazmi et al. (2021) [37], and 

twenty-nine variables were addressed for each case in the data set. These twenty-nine variables associated 

with patients were used to train the model. Sensitivity of 85.71%, specificity of 60%, and accuracy of 

78.95% were obtained. 

 

A study utilizing the FCM (Ex vivo fluorescent confocal microscopy) method was presented by 

Shavlokhova et al. (2021) [38], and the dataset was subjected to data preprocessing to prevent overfitting. 

MobileNet was employed as a deep learning model, and achievements included a sensitivity of 47% and a 

specificity of 96%. DenseNet-121 and R-CNN models were used by Warin et al. (2021) [39], and an 

accuracy of 99%, a sensitivity of 100%, and an F1-score of 99% were obtained for DenseNet-121. For R-

CNN, a sensitivity of 76.67%, a recall of 82.12%, and an F1-score of 79.31% were obtained. 

 

EfficientNet-B0 was utilized by Jubair et al. (2021) [40], and an accuracy of 85%, a specificity of 84.5%, 

a sensitivity of 86.7%, and an AUC of 92.8% were achieved. The advantages of the ResNet-50 and VGG-

16 models were combined in a deep learning model developed by Naditha B R et al. (2021) [41], and an 

accuracy of 96.2%, a sensitivity of 98.14%, and a specificity of 94.23% was achieved. 

 

In the study presented by Gizem et al. (2021) [27], EfficientNet-b4, Inception-v4, DenseNet161, Ensemble, 

and ResNet152 models were utilized. For EfficientNet-b4, a precision of 0.869, recall of 0.855, and F1-

score of 0.858 were achieved. For Inception-v4, a precision of 0.877, recall of 0.855, and F1-score of 0.858 

were obtained. For DenseNet161, a precision of 0.879, recall of 0.841, and F1-score of 0.844 were achieved. 

For Ensemble, a precision of 0.849, recall of 0.841, and F1-score of 0.843 were achieved. Finally, for 

ResNet152, a precision of 0.826, recall of 0.812, and F1-score of 0.811 were achieved. 

 

A study was presented by Alkahadar et al. (2021) [42], and the decision tree model was employed. An 

accuracy of 76% was achieved. A transfer learning-supported model was proposed by Rahman et al. (2022) 

[43], and an algorithm based on AlexNet was utilized. As a result of the study, a training accuracy of 

90.06% was achieved. A study was presented by Deif et al. (2022) [44]. In the study, VGG-16, AlexNet, 

ResNet50, and Inception-V3 were utilized for feature extraction from the dataset, and binary particle swarm 

optimization (BPSO) was employed to select the best features. Classification was performed using 

XGBoost. The highest classification accuracy of 96.3% was achieved when Inception-V3 and BPSO were 

utilized. 
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The MobileNet-V3 and EfficientNet-V2 models were used by Liyanage et al. (2023) [45]. For EfficientNet-

V2, a recall of 64%, precision of 61%, and an F1-score of 62% were achieved. For MobileNet-V3, a recall, 

precision, and F1-score of 64% were obtained. In the study presented by Zhou et al. (2023) [46], the 

ResNet50 model was utilized for the classification task, resulting in a precision of 92.86%, recall of 91.84%, 

F1-score of 92.24%, specificity of 96.41%, sensitivity of 91.86%, and an AUC value of 98.95%. For the 

detection task, the YOLOV5 model was employed, resulting in a sensitivity of 98.70%, a precision of 

98.70%, recall of 79.51%, F1-score of 88.07%, and an AUC value of 90.89%. 

 

A CNN model (CLAHE + GLCM + ICNN) was proposed by Manikandan et al. (2023) [47], and an 

accuracy of 97.32% was achieved. 

 

Furthermore, different machine learning methods were preferred for the detection of various diseases and 

types of cancer where early diagnosis is crucial, and successful results were achieved [48-50].  

 

The primary aim of this study is to achieve rapid and reliable results in oral cancer diagnosis using transfer 

learning. Additionally, efforts are being made to identify the most suitable hyperparameters that align with 

the objectives of the study, while emphasizing the impact of hyperparameters on the utilized architectures. 

The contributions of this study are as follows. 

• We train CNN models on our dataset, which is believed to yield effective results for early diagnosis of 

oral cancer. 

• We investigate the results by applying data preprocessing to the dataset, with the expectation that it will 

enhance the outcome. 

• We aim to achieve the best results by experimenting with different hyperparameters on the four models 

we have selected. 

• We conduct training on four models using two different optimizers and five different epochs. Thus, we 

aim to determine the best optimizer and number of epochs to achieve optimal results for this classification 

problem. 

 

2. MATERIAL AND METHODOLOGY  
 

The rapid development and proliferation of artificial intelligence are evident across many domains of life. 

Among these domains, perhaps the most important is the healthcare sector. Sub-disciplines of artificial 

intelligence such as machine learning and deep learning offer highly valuable solutions in healthcare. Early 

diagnosis, especially, holds critical importance for many life-threatening diseases. This is where machine 

learning and deep learning come into play. These methods are preferred for their ability to provide fast and 

reliable results. There are many deep learning techniques available for early diagnosis. In this study, 

classification supported by transfer learning will be performed using several architectures of CNN. The 

obtained results will be evaluated on various hyperparameters. All these processes are carried out using 

Google Colab and the Python programming language. 

 

A publicly available dataset obtained from Kaggle is used [51]. The dataset comprises a total of 5,192 

images. Additionally, the images in the dataset are divided into two classes: normal and oscc. CLAHE 

(Contrast Limited Adaptive Histogram Equalization) is applied on images to increase the contrast in the 

images and make the details more obvious. Clahe is an image processing technique used to enhance the 

contrast in images. Images are divided into subregions and separate histogram equalization is applied for 

each subregion. Additionally, excessive contrast increase is also prevented. This leads to the preference for 

this technique. After this process, the dataset is divided into 80% for training and 20% for testing purposes. 

Consequently, the training dataset comprises a total of 4,154 images, while the test dataset contains 1,038 

images. 

 

2.1. Pre-processing 

 

A contrast enhancement process is applied on the data set to increase the contrast in the images and make 

the details more obvious. CLAHE is preferred for this procedure to be applied. This work is being conducted 

in Python, and the createCLAHE function of the OpenCV library is being used to apply this algorithm to 
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images. Additionally, the dataset is being subjected to normalization and size adjustment operations after 

these processes. The size of each image in the dataset is 224x224. The dataset has been divided into 80% 

for training and 20% for testing. As a result, the training dataset contains a total of 4,154 images, while the 

test dataset contains 1,038 images. 

 

Different optimization algorithms and 5 different numbers of epochs are used for training. In each model, 

CrossEntropyLoss loss function and a learning rate of 0.001 are employed. CrossEntropyLoss is preferred 

as successful results are obtained when comparing predicted labels with the actual labels in classification 

problems. For classification, 4 different CNN models are selected: ResNet101, ResNet152, DenseNet169, 

and DenseNet201. These models are trained first with the Adam (Adaptive Moment Estimation) 

optimization algorithm, CrossEntropyLoss loss function, and a learning rate of 0.001. The models used 

have been pre-trained with ImageNet weights. Evaluations were conducted for 5 different epoch values. 

Subsequently, similar procedures are repeated by selecting the SGD (Stochastic Gradient Descent) 

optimization algorithm to investigate the effect of the optimizer. 

 

As an example, Figures 1 and 2 show two samples from the open access dataset obtained from the Kaggle 

platform, before and after the application of the CLAHE method [51]. 

 

          
Figure 1. Original image (Normal) & Clahe image (Normal) [51] 

 

          
Figure 2. Original image (OSCC) & Clahe image (OSCC) [51] 

 

2.2. Classification Method 

 

Classification is carried out through transfer learning with the ResNet101, ResNet152, DenseNet169, and 

DenseNet201 algorithms. These methods are preferred for being trained faster, for achieving better 

performance, and for having computation costs reduced. Additionally, each model is pre-trained with 

ImageNet weights. 

 

One of the models used, ResNet101, is a variant of the ResNet architecture, which was developed by 

Microsoft. It was first introduced in 2015 by Kaiming He et al. [52] in the article titled ’Deep Residual 

Learning for Image Recognition’. This architecture is composed of residual blocks instead of 

conventionally used layers. Skip connections are included in these blocks, which makes it easier to learn 

by directly adding the input of the block to the output of the block. ResNet101 is composed of 101 layers, 

indicating that this architecture is deep and can handle complex tasks on large datasets. On the other hand, 

ResNet152 is equipped with 152 layers, making it the deepest and most complex version of the ResNet 

architecture. 

 

Another model used, DenseNet169, is a variant of the DenseNet architecture, which was first introduced in 

2017 by Huang et al. [53] in the article titled ’Densely Connected Convolutional Networks.’ This 

architecture, which is much more advanced than residual learning, features a dense connectivity structure 

where the outputs of all preceding layers are connected to the outputs of each layer. In other words, all 

outputs coming from previous layers are passed as input to the next layer, and each layer receives the 
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outputs from all preceding layers to form its own output. DenseNet169 is a variant of the DenseNet 

architecture and consists of 169 layers. On the other hand, DenseNet201 has more layers and consists of 

201 layers. 

 

3. CONCLUSION  

 

In this work, the accuracy values of these four models, each equipped with the same hyperparameters and 

operating on the same dataset, are compared. Additionally, while evaluating the models, the impact of the 

number of layers on accuracy is being investigated. These four models have been evaluated separately for 

two different optimizers. These four models are separately evaluated for two different optimizers. 

Throughout the study, CrossEntropyLoss is being used as the loss function, and a learning rate of 0.001 is 

being employed. 

 

Below, the results for epochs are being provided for four models with the use of the Adam (Adaptive 

Moment Estimation) optimizer. 

 

Table 1. For accuracy value 

Epoch ResNet101 ResNet152 DenseNet169 DenseNet201 

10 0.9229 0.8854 0.9470 0.8940 

20 0.8988 0.8969 0.9393 0.9037 

30 0.9037 0.8921 0.9374 0.9470 

40 0.9066 0.8882 0.9200 0.9432 

50 0.8950 0.9075 0.9528 0.9268 

 

The results, obtained by starting with 10 epochs and increasing the epoch count by 10 for each of the four 

different models, using Adam as the optimizer and CrossEntropyLoss as the loss function, have been 

presented in Table 1 based on accuracy values. Accuracy provides the ratio of correct predictions to the 

total data points. This metric is important in measuring overall performance. A high accuracy value 

indicates a high probability of the model making correct predictions. While there are many factors that 

influence this metric, changes in accuracy based on the number of epochs can be discussed in Table 1. 

 

Table 2.  For precision value 

Epoch ResNet101 ResNet152 DenseNet169 DenseNet201 

10 0.9314 0.9041 0.9544 0.9024 

20 0.8871 0.8895 0.9500 0.8961 

30 0.9144 0.8808 0.9441 0.9592 

40 0.9033 0.8957 0.9305 0.9530 

50 0.9079 0.9118 0.9644 0.9288 

 

The precision values, obtained by increasing the epoch count for four different models using Adam 

optimizer and CrossEntropyLoss as the loss function, are presented in Table 2. Precision expresses how 

many of the examples the model identifies as positive are actually positive. It is one of the preferred metrics 

for measuring the performance of models in classification problems. 

 

Table 3.  For recall value 

Epoch ResNet101 ResNet152 DenseNet169 DenseNet201 

10 0.9247 0.8761 0.9458 0.8958 

20 0.9189 0.9082 0.9344 0.9165 

30 0.8935 0.9016 0.9354 0.9400 

40 0.9153 0.8891 0.9150 0.9330 

50 0.8858 0.9118 0.9402 0.9322 

 

In Table 3, recall values for four different models have been presented based on the epoch count, with 

Adam optimizer having been used and CrossEntropyLoss having been employed as the loss function. Recall 
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provides the rate at which true positives are correctly predicted. Therefore, it is considered a crucial metric 

and high results are desired. 

 

Table 4.  For F1-score  

Epoch ResNet101 ResNet152 DenseNet169 DenseNet201 

10 0.9280 0.8898 0.9500 0.8990 

20 0.9027 0.8987 0.9421 0.9061 

30 0.9038 0.8910 0.9397 0.9495 

40 0.9092 0.8923 0.9226 0.9428 

50 0.8945 0.9118 0.9521 0.9304 

 

Table 4 presents F1-score values based on the epoch count for four different models, using Adam optimizer, 

CrossEntropyLoss as the loss function, and a learning rate of 0.001. When an evaluation is considered for 

the four models, Table 4 can be utilized. F1-score is the harmonic mean of precision and recall values, 

representing the evaluation of these two metrics together. It determines the accuracy and success of the 

model. 

 

Table 5.  For specificity value  

Epoch ResNet101 ResNet152 DenseNet169 DenseNet201 

10 0.9208 0.8957 0.9484 0.8920 

20 0.8779 0.8854 0.9447 0.8904 

30 0.9140 0.8830 0.9395 0.9549 

40 0.8974 0.8873 0.9255 0.9534 

50 0.9047 0.9028 0.9653 0.9207 

 

The results for the specificity value are presented in Table 5. Specificity provides the percentage of true 

negatives correctly identified. Having a high value of this measure is crucial in avoiding misdiagnosis for 

individuals who are not diseased. 

 

Below, the results for epochs are being provided for four models with the use of the SGD (Stochastic 

Gradient Descent) optimizer. 

 

Table 6.  For accuracy value  

Epoch ResNet101 ResNet152 DenseNet169 DenseNet201 

10 0.9557 0.9624 0.9566 0.9644 

20 0.9461 0.9412 0.9634 0.9615 

30 0.9644 0.9422 0.9547 0.9557 

40 0.9441 0.9634 0.9499 0.9701 

50 0.9461 0.9663 0.9461 0.9653 

 

The results, obtained by starting with 10 epochs and increasing the epoch count by 10 for each of the four 

different models, using SGD as the optimizer and CrossEntropyLoss as the loss function, have been 

presented in Table 6 based on accuracy values. The conclusion that the increase in epoch count has different 

effects on each model can be derived from the table. 

 

Table 7.  For precision value  

Epoch ResNet101 ResNet152 DenseNet169 DenseNet201 

10 0.9601 0.9642 0.9610 0.9754 

20 0.9461 0.9404 0.9712 0.9766 

30 0.9660 0.9496 0.9705 0.9544 

40 0.9555 0.9652 0.9562 0.9737 

50 0.9527 0.9594 0.9507 0.9744 
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The precision values, obtained by increasing the epoch count for four different models using SGD optimizer 

and CrossEntropyLoss as the loss function, are presented in Table 7. It has been concluded from the table 

that the epoch count affects the precision value differently for each model. 

 

Table 8.  For precision value  

Epoch ResNet101 ResNet152 DenseNet169 DenseNet201 

10 0.9487 0.9659 0.9556 0.9556 

20 0.9561 0.9457 0.9564 0.9470 

30 0.9642 0.9391 0.9390 0.9614 

40 0.9338 0.9615 0.9454 0.9682 

50 0.9379 0.9725 0.9435 0.9555 

 

In Table 8, recall values for four different models have been presented based on the epoch count, with SGD 

optimizer having been used and CrossEntropyLoss having been employed as the loss function. 

 

Table 9.  For precision value  

Epoch ResNet101 ResNet152 DenseNet169 DenseNet201 

10 0.9543 0.9650 0.9582 0.9653 

20 0.9510 0.9430 0.9637 0.9615 

30 0.9650 0.9443 0.9544 0.9578 

40 0.9445 0.9633 0.9507 0.9709 

50 0.9452 0.9659 0.9470 0.9648 

 

Table 9 presents F1-score values based on the epoch count for four different models, using SGD optimizer, 

CrossEntropyLoss as the loss function, and a learning rate of 0.001. When an evaluation is considered for 

the four models, Table 9 can be utilized. 

 

Table 10.  For specificity value 

Epoch ResNet101 ResNet152 DenseNet169 DenseNet201 

10 0.9623 0.9583 0.9577 0.9738 

20 0.9339 0.9365 0.9705 0.9764 

30 0.9645 0.9455 0.9707 0.9493 

40 0.9548 0.9653 0.9546 0.9721 

50 0.9541 0.9602 0.9487 0.9750 

 

The results for the specificity value are provided in Table 10. Based on this table, an analysis can be 

conducted to determine which model performs better in correctly identifying true negatives. Additionally, 

the effects of epoch count on this metric can also be discussed. The F1-Score Graphic for Adam Optimizer 

& F1-Score Graphic for SGD Optimizer is given in Figure 3. 

 

        
Figure 3. F1-score Graphic for Adam Optimizer & F1-score Graphic for SGD Optimizer 
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The observation of the impact of the optimizer on the models is enabled by this study. Similarly, within the 

same architecture, the observation of how the classification accuracy of the model is influenced by the 

number of layers can be made. Additionally, an evaluation is being conducted between architectures to 

investigate the results provided by two different architectures for the same problem. Furthermore, an 

examination is being conducted on the extent to which the model accuracy is affected by the number of 

epochs. 

 

As can be seen from the results of the study, success has been achieved in the classification problem by 

these four models, each with different architectures. However, an increase in the number of layers results 

in an increase in depth and a significant impact on the classification accuracy. Similarly, it is observed that 

the accuracy is influenced by the number of epochs and the optimizer, which are also considered significant 

factors. If the number of epochs is insufficient, the risk of underfitting is encountered, and an excessive 

number of epochs can lead to the problem of overfitting. 

 

4. DISCUSSION 

 

In this research, a classification is being performed on Oral Squamous Cell Carcinoma biopsy images using 

different CNN models with various hyperparameters. To analyze the models used, accuracy (AC), precision 

(PR), specificity (SP), recall (RE), and F1-score (F) parameters are employed. The highest results obtained 

are highlighted in Tables 11 and 12. Based on the results obtained from the performance parameters, it can 

be said that the models used and the hyperparameters applied on the models have yielded highly successful 

results in this classification problem. The conducted study can be preferred for early diagnosis in the 

healthcare field. Due to its fast results and low cost, this method can be highly preferred for diagnosis in 

low-income, underdeveloped countries where oral cancer is prevalent, helping to gain sufficient time for 

treatment. Thus, the mortality and morbidity rates of the disease can be reduced, thereby increasing the 

survival rate. Additionally, the impact of hyperparameters on models and architectures is also being 

explained by this study. This also sheds light on future studies to be conducted. 

 

The comparison of the findings with previous studies is given in Tables 11 and 12. 

 

Table 11. Comparing findings with prior studies. (Proposed models for Adam optimizer) 

Author Models AC (%) F (%) RE (%) SP (%) PR (%) 

Welikala et al. [33] ResNet101 N/A 78.30 93.88 N/A 67.15 

Chu et al. [35] SVM, KNN 70.59 N/A N/A 84.12 N/A 

Alhazmi et al. [37] ANN 78.95 N/A N/A 60.00 N/A 

Rahman et al. [43] AlexNet 90.06 90.15 N/A 87.38 N/A 

Proposed Model1 ResNet101 92.29 92.80 92.47 92.08 93.14 

Proposed Model2 ResNet152 90.75 91.18 91.18 90.28 91.18 

Proposed Model3 DenseNet169 95.28 95.21 94.58 96.53 96.44 

Proposed Model4 DenseNet201 94.70 94.95 94.00 95.49 95.92 

 

Table 12. Comparing findings with prior studies. (Proposed models for SGD optimizer) 

Author Models AC (%) F (%) RE (%) SP (%) PR (%) 

Welikala et al. [33] ResNet101 N/A 78.30 93.88 N/A 67.15 

Chu et al. [35] SVM, KNN 70.59 N/A N/A 84.12 N/A 

Alhazmi et al. [37] ANN 78.95 N/A N/A 60.00 N/A 

Rahman et al. [43] AlexNet 90.06 90.15 N/A 87.38 N/A 

Proposed Model1 ResNet101 96.44 96.50 96.42 96.45 96.60 

Proposed Model2 ResNet152 96.63 96.59 97.25 96.53 96.52 

Proposed Model3 DenseNet169 96.34 96.37 95.56 97.07 97.12 

Proposed Model4 DenseNet201 97.01 97.09 96.82 97.64 97.66 
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