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Abstract

This study holds significant implications as it examines the impact of different missing data handling methods on

the internal consistency coefficients. Using Monte Carlo simulations, we manipulated the number of items, true

reliability, sample size, missing data ratio, and mechanisms to compare the relative bias of reliability coefficients.

The reliability coefficients under scrutiny in this study encompass Cronbach's Alpha, Heise & Bohrnsted's Omega,

Hancock & Mueller's H, Gölbaşı-Şimşek & Noyan's Theta G, Armor's Theta, and Gilmer-Feldt coefficients. Our

arsenal of techniques includes single imputation methods like zero, mean, median, and regression imputation, as

well as multiple imputation approaches like expectation maximization and random forest. We also employ the

classic deletion method known as listwise deletion. The findings suggest that, for missing completely at random

(MCAR) or missing at random (MAR) data, single imputation approaches (excluding zero imputation) may still

be preferable to expectation maximization and random forest imputation, thereby underscoring the importance of

our research.

Keywords: missing data, reliability coefficients, missing data handling methods

Introduction

A common challenge in surveys and data collection processes is missing data, which can occur when

respondents forget, skip, or choose not to answer one or more questions in a questionnaire. Especially

for achievement tests or personality tests, sometimes test administrators suggest skipping the item if it

is complex or confusing to respondents. Therefore, there are several reasons for missingness. Even the

researchers do not care about the reason for missing data after the data collection process. However, the

mechanism of missing data may affect the results of the analysis.  There are three main mechanisms for

missing data: i) Missing Completely at Random (MCAR), ii) Missing at Random (MAR), and iii)

Missing Not at Random (MNAR) (Enders, 2010). So, mechanisms of missing data are the primary

consideration when handling the missing data. In this study, we focused on MCAR and MAR because

these mechanisms are more commonly encountered.

MCAR mainly points to randomness about missing data (Enders, 2010). As a formal definition, the

probability of missing data about a variable is unrelated to other variables and itself. However, in MAR,

the probability of missing data about a variable is related to other variables but unrelated to itself (Baraldi

& Enders, 2010; Enders, 2010; Graham, 2012; Graham et al., 2013; Howell, 2007). The mechanisms of

missing data may reduce the power of analysis or alter the distribution of the data set, which is another

detail that can affect the results of statistical inferences. Even after adjusting for other factors, the

likelihood of missing data on a variable is correlated with the values of that variable, which results in

missing, not at random (MNAR). The degree of a patient's illness, for instance, may determine how

likely they are to drop out of a clinical experiment, therefore affecting the missing data (Enders, 2010;

Howell, 2007). MNAR presents substantial difficulties because it relies on unobserved values. Selection

models and pattern mixture models provide methods for addressing missing not-at-random (MNAR)
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data, but they necessitate stringent assumptions. Conducting sensitivity analysis and actively collecting 

data are essential for dealing with complications arising from missing not-at-random (MNAR) data. So, 

we excluded the MNAR mechanism from the simulation study. 

Many statistical programs offer limited methods to handle missing data. The most popular one is listwise 

deletion (LD). LD is an essential way to get a complete case by excluding the observations with empty 

cells.  Complete case analysis is the primary choice. There are two common imputation approaches to 

obtain complete case: single imputation methods and multiple imputation methods. Mean, median, and 

regression imputation may be given as examples for single imputation (SI) methods. Random Forest 

imputation, classification and random trees, expectation-maximization may be given as examples for 

multiple imputation (MI) methods. It is known that imputation methods affect SEM fits (Fan & Wu, 

2022; Li & Lomax, 2017), model parameters (T. Dai et al., 2024), growth curve parameters (D. Y. Lee 

et al., 2019), performances of factor retention methods (Goretzko, 2021; Goretzko et al., 2020), 

MANOVA results (Finch, 2016), the Rasch model statistics, Mokken’s scalability coefficient H, 

Cronbach’s Alpha (Roth et al., 1999; Sijtsma & Van Der Ark, 2003; Van Ginkel et al., 2007), and item 

parameters in IRT (S. Dai, 2021). However, there are limited studies focused on reliability coefficients 

except for Cronbach’s Alpha. Therefore, in this study, we aim to compare the performance of reliability 

coefficients like Heise & Bohrnstedt’s Omega, Hancock & Mueller’s H, Gölbaşı-Şimşek & Noyan’s 

Theta G and Armor’s Theta, and also Cronbach’s Alpha in terms of handling missing data methods. The 

present research was expected to elucidate the impact of handling missing data approaches on reliability 

coefficients. 

How to Handle Missing Data? 

Deletion methods can be performed either at the row or column level. Listwise deletion involves 

excluding individuals with missing data from the analysis, while column deletion entails not including 

variables containing missing data in the analyses (Enders, 2010; Little & Rubin, 2019; Schafer & 

Graham, 2002; Scheffer, 2002). While these approaches offer practical solutions to researchers, listwise 

deletion may introduce bias in analysis results due to sample reduction, and column-wise deletion may 

have a diminishing effect on content and construct validity. Therefore, contemporary approaches are 

progressing towards preserving both rows/lists (individuals) and columns (variables), utilizing 

techniques such as regression imputation between cells, expectation maximization (EM) for imputation, 

and considering variables' interrelationships, similarities among individuals in terms of measured 

characteristics, and various other statistical methods (Scheffer, 2002). All this literature raises this 

question: “Which method for handling missing data provides more unbiased results for my survey?” 

In this study, we compared a deletion method (Listwise Deletion), single imputation methods 

(MeanPerson, MedianItem, Zero, Regression Imputation), and multiple imputation methods (Expectation 

Maximization and Random Forest Imputation). Deletion and single imputation methods were chosen 

because they are the default methods in most statistical software. Multiple imputation methods were 

also chosen because they are reported to give unbiased results in the current literature (Leite & Beretvas, 

2010). 

Listwise Deletion 

The extent to which listwise deletion will cause problems in the data analysis process depends on the 

missing data mechanism. However, it is known to cause power loss of analysis in studies (Myers, 2011; 

Newman, 2014). 

Mean Imputation 

The mean imputation method (ME) involves replacing missing data in a row with the arithmetic mean 

of the non-missing values in that row or cell (Enders, 2010). The mean can be imputed by row or by 

column. In the case of categorical data, the row mean may be applicable in a continuous structure. In 

such cases, categorical observed variables should be treated as continuous, and analyses should be 

conducted accordingly. In this study, we used listwise mean imputation, which is actually named 

MeanPerson. 
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Median Imputation 

Median imputation (MD) involves replacing missing data in a cell with the median of the values in the 

row or column where the missing data occurs (Zhang, 2016). In the case of categorical data, if the 

number of rows or columns is even, the imputed data may be treated as continuous. Therefore, observed 

variables should be considered continuous, and analyses should be conducted accordingly. In this study, 

we used column-wise median imputation which names as MedianItem. 

Zero Imputation 

Zero imputation involves imputing value of "0" to the cell with missing data (Wei et al., 2018). 

Clustering responses to variables to a single value can affect the variance, skewness, and kurtosis of the 

variable. 

Regression Imputation 

Regression imputation (RI) involves assuming linear relationships between variables and creating a 

regression equation. Using this equation, it predicts and imputes a value for missing cells (Enders, 2010). 

The predicted value is typically continuous. 

Expectation Maximization Algorithm 

Expectation Maximization (EM) algorithm was developed by Enders (2003) to mitigate information 

loss due to missing data. Essentially, it is an iterative method that performs imputation of the missing 

values. In the Expectation step, a series of regression equations are constructed to establish relationships 

between the variable with missing data and other variables. This process helps in developing estimated 

values for the empty cells. In the Maximization step, the covariance matrix is computed to minimize the 

residual variances after imputation. Iterations are repeated using the Maximum Likelihood method to 

minimize these residual variances each time. It relies on the assumption of multivariate normality of 

variables (Allison, 2002; Little & Rubin, 2002). This assumption is robust against some violations of 

categorical data. It is recognized that predictions may exhibit bias when dealing with Missing Not at 

Random (MNAR) as a missing data mechanism. Schafer and Graham's (2002) and Little and Rubin's 

(2002) study can be reviewed for further details. 

Random Forest Imputation 

Random Forest (RF) imputation relies on multiple regression and aims to impute missing data by 

creating a decision tree mechanism (Shah et al., 2014). It aims to predict missing cells by sampling 

randomly from the dataset. The Random Forest imputation method can be used for all types of variables, 

and unlike the EM method, it does not assume multivariate normality. It is known to perform well even 

for non-normally distributed datasets, and for more detailed information, studies by Doove et al. (2014) 

and T. Hayes & McArdle (2017) can be consulted. 

Various studies have examined the effects of different approaches to handling missing data on various 

aspects of item response theory, such as item parameters (Finch, 2008), item difficulty and 

discrimination (Béland et al., 2018), methods for determining the number of factors (Goretzko, 2021), 

factor number and factor loadings (McNeish, 2017), results of confirmatory factor analysis (Lei & 

Shiverdecker, 2020), and reliability coefficients (Enders, 2004). This study aims to investigate the 

influence of different approaches to handling missing data on the reliability coefficients. 

Reliability Coefficients 

Reliability is one of the fundamental psychometric properties that need to be reported (Nunnally & 

Bernstein, 1994). While there are many different approaches to the concept of reliability, this study 

focuses on reliability coefficients in terms of internal consistency. Given the different assumptions they 

rely on, determining which reliability coefficient to report is essential for the reliability of research 

results. Among reliability coefficients, Cronbach's Alpha coefficient (Cronbach, 1951) is the most 

commonly reported in many social science research studies (Dunn et al., 2014; McNeish, 2018).  

However, Cronbach's Alpha coefficient is often reported without fulfilling its assumptions (Dunn et al., 

2014). Despite many criticisms of using the Alpha coefficient, it continues to dominate among reported 

reliability coefficients (Edwards et al., 2021). 

In order to properly utilize Cronbach's Alpha coefficient, many assumptions must be satisfied 

(Cronbach, 1951; A. Hayes & Coutts, 2020; McNeish, 2018). These are i) the presence of 
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unidimensionality, meaning that the items being measured are all connected to the same underlying 

construct; ii) the equality of factor loadings, also known as tau-equivalence, which implies that all items 

have equal relationships with the underlying construct; iii) the usage of continuous variables that follow 

a normal distribution; and iv) the assumption that error terms are uncorrelated. In order to calculate 

Alpha, it is essential to provide evidence of construct validity for unidimensionality, considering that 

psychological attributes are often multidimensional (McNeish, 2018). Furthermore, the equivalence of 

taus, or the parallelism of items in the scale, is linked to the degree to which items equally account for 

the measured attribute. However, in practice, it is more typical to have congeneric measurements, which 

means that the factor loadings are not equal. Research has shown that Alpha tends to underestimate the 

reliability of congeneric measures, as demonstrated by Edwards et al. (2021) and McNeish (2018). Other 

coefficients based on different assumptions than Alpha coefficient have also been developed, such as 

McDonald's Omega (McDonald, 1999), Heise & Bohrnstedt's Omega (Heise & Bohrnstedt, 1970), 

Hancock & Mueller's H (Hancock & Mueller, 2001), Armor's Theta (Armor, 1974), Gölbaşı-Şimşek & 

Noyan's Theta G (Gölbaşı-Şimşek & Noyan, 2013), and Gilmer-Feldt reliability coefficient (Feldt & 

Charter, 2003). When calculating reliability coefficients, estimations such as covariance matrices, 

variances, or factor loadings can be used. We compared the performance of Heise & Bohrnstedt's 

Omega, Hancock & Mueller's H, Gilmer-Feldt, Armor's Theta, Gölbaşı-Şimşek & Noyan's Theta G, and 

Gilmer-Feld coefficients in the current study. Table 1 provides the equations used to calculate the 

reliability coefficients examined in this study. 

In order to obtain reliability coefficients in the presence of missing data, it is necessary to handle missing 

values in the cells where they occur through deletion or imputation approaches. Each missing data 

handling method may affect the values and parameters used to calculate reliability coefficients. The 

examination of how missing data handling methods affect reliability coefficients in datasets with 

missing data is becoming more critical and significant for researchers.  
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Table 1. 

Reliability Coefficients 

Effects of Missing Data on Reliability Coefficients 

Most of the previous research on reliability coefficients was conducted with complete data. Enders' 

(2003) work considered incomplete data in 10 and 20 variables with unidimensional model. Factor 

loadings were λ = 0.55 and λ = 0.75. Data sets were generated with factor loadings, and the true 

reliability was calculated. Variables follow a normal distribution and are also categorical (3, 5, and 7). 

Missing mechanisms were used in three types (MCAR, MAR, and MNAR). Missing data ratios were at 

two levels (%15 and %30).  EM, LD, PD, MeanColumn, and MeanPerson were used to handle missing data. 

Only Cronbach’s Alpha was analyzed in this study. Findings show that EM outperformed the other 

imputation methods, and LD and MeanColumn may cause an underestimate of Cronbach’s Alpha. Also, 

EM, LD, and Pairwise Deletion (PD) produced relatively high coverage rates.  

In another study, Zhang & Yuan's (2016) work, Cronbach’s Alpha and McDonald’s Omega, were 

compared in terms of missing and outlying data. Listwise deletion and ML methods are used to handle 

missing data when tau equivalence is violated/is not violated. Findings show that listwise deletion causes 

the underestimate of Cronbach’s Alpha and McDonald’s Omega.  

Also, Enders' (2004) study shows that EM is the best method to handle missing data for both missing 

data mechanisms (MCAR and MAR). The MeanPerson method was the most negatively biased. The 

missing data ratio was 20%, and only Cronbach’s Alpha was investigated.  

In Sijtsma & Van Der Ark's (2003) study, predictive mean matching (PMM), two-way imputation (TW 

- MeanColum and MeanPerson), response function (RF), and model-based response function (MRF) were 

used. Overall, PMM, TW, RF, and MRF resulted in slight biases on Cronbach’s Alpha. The impact of 

imputation methods was not substantial.  

Also, in the literature, there are several studies about the effects of missing data on reliability coefficients 

in real datasets (Parent, 2013; Şahin Kürşad & Nartgün, 2015). In real datasets, true reliability cannot 

be known; it can just be estimated. Therefore, this study adopts a simulation approach. Furthermore, this 

study is deemed significant for the following reasons: i) examining the impact of standard missing data 

handling methods found in statistical software on reliability coefficients, ii) investigating the effects of 

more contemporary and robust methods such as random forest, EM, as indicated by previous studies (T. 

Coefficients Formula Variables 

Cronbach’s Alpha 

(Cronbach, 1951) 
𝛼 =

𝑘

𝑘−1
(1 −

∑  𝑘
𝑖=1 𝑠𝑖

2

𝑠𝑋
2 ) 

k: number of variables, 

𝑠𝑖
2: variance of each variable 

𝑠𝑥
2 : sum of variances of variables 

Heise & Bohrnstedt’s 

Omega (Heise & 

Bohrnstedt, 1970) 

𝛺 = 1 −
∑  𝑛

𝑖=1 𝜎𝑖
2−∑  𝑛

𝑖=1 𝜎𝑖
2ℎ𝑖

2

∑  𝑛
𝑖=1 ∑  𝑛

𝑗=1  𝐶𝑜𝑣(𝑥𝑖,𝑥𝑗)
      

ℎ𝑖
2 : communalities 

x : variable 

Hancock & Mueller’s H 

(Hancock & Mueller, 

2001) 

𝐻 =
∑  𝑘

𝑖=1

𝑙𝑖
2

1−𝑙𝑖
2

1+∑  𝑘
𝑖=1

𝑙𝑖
2

1−𝑙𝑖
2

  

 
k : number of variables, 

𝑙𝑖 : i
th items’ standardized factor loading 

Gölbaşı-Şimşek & 

Noyan’s Teta G (Gölbaşı-

Şimşek & Noyan, 2013) 

𝜃𝐺 =
𝑘

𝑘−𝑚
(

∑  𝑚
𝑖=1 𝛾𝑖−𝑚

∑  𝑚
𝑖=1 𝛾𝑖

)      

m : number of factors 

k : number of variables 

𝛾𝑖 : i
th eigenvalue 

Armor’s Teta (Armor, 

1974) 
𝜃 =[

𝑝

𝑝−1
] [1 − (

1

𝜆𝑖
)]      

𝜆𝑖 : the largest eigenvalue obtained by principal 

component analysis,  

p : number of variables 

Gilmer-Feldt’s coefficient 

(Feldt & Charter, 2003) 
𝑟 =[

𝑄

𝑄−𝑊
] (𝑇/𝑆𝑡𝑜𝑡

2 ) 

𝑆𝑡𝑜𝑡
2  : variance of total scores 

𝑇 : represents the sum of the last columns of the 

covariance matrix.  

D should be calculated for Q and W. For D, the 

largest of the row sums of the covariance matrix is 

determined.  The elements in this row are 

subtracted from the current row (e.g., ∑1 - A) and 

the largest row sum (∑h-A). D values are obtained 

by performing the process for each row. Q is 

calculated as the square of the sum of D's. W is 

calculated as the sum of the squares of each D.  
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Hayes & McArdle, 2017; McNeish, 2017), alongside more straightforward methods on reliability 

coefficients, and iii) considering that the field of education primarily deals with categorical data, 

exploring the use of categorical variables and providing recommendations to researchers on which 

reliability coefficient to prefer in the presence of missing data. 

The problem statement within the scope of the research is as follows: "In the examined simulation 

conditions, to what extent are the relative bias values of reliability coefficients: 

• differ in complete datasets? 

• differ in datasets with missing data?" 

 

Method 

This study, conducted to determine how reliability coefficients are affected by different missing data 

handling methods, is a Monte Carlo simulation. Monte Carlo simulation studies involve generating data 

according to a specific distribution, analyzing the generated data using different methods, and comparing 

the results (Sigal & Chalmers, 2016). 

Simulation Conditions and Data Generation 

This study investigates how reliability coefficients change according to missing data handling methods 

based on the number of items per factor, sample size, reliability level, missing data ratio, and missing 

data mechanism. The simulation conditions are presented in Table 2. 

Table 2. 

Examined Conditions 
 Simulation Factors Simulation Conditions Number of Conditions 

Datasets with missing data 

Sample size 200, 1000 2 

Missing data ratio 5%, 10%, 20% 3 

Missing data mechanism MCAR, MAR 2 

Test length 8, 16 2 

True reliability 0.70, 0.90 2 

  
2x3x2x2x2 = 48  

1000 replications 

Datasets without missing 

data 

Sample size 200, 1000 2 

Test length 8, 16 2 

True reliability 0.70, 0.90 2 

  

2x2x2=8  

Total 56 conditions 

1000 replications 

In addition to Table 2, eight conditions have been included for datasets without missing data, resulting 

in a total of 56 conditions. For each condition, 1000 replications were performed. Thus, 56,000 datasets 

were generated, and estimates were obtained for six different reliability coefficients from each dataset. 

Consequently, we conducted 336,000 different analyses. The fixed conditions of the study include a 

unidimensional structure and variables with five categories. Continuous datasets generated to exhibit 

multivariate normal distribution were transformed into categorical form using cutoff points as utilized 

by Uysal & Kılıç (2022) 

Sample sizes of 200 and 1000 were added to the simulation conditions to represent small and large 

samples, respectively. These sample sizes are commonly preferred in many Monte Carlo simulation 

studies (Beauducel & Herzberg, 2006; Enders, 2004), facilitating the comparability of analysis results. 

In this study, missing data rates of 5%, 10%, and 20% were considered. These rates have been examined 

in various studies on missing data (Cheema, 2014; H. J. Lee & Huber, 2021). It is noted that rates of 

10% and above may lead to bias in the analyses (Bennett, 2001). Accordingly, the 5% rate represents a 

small proportion of missing data, the 10% rate represents the threshold where analyses may exhibit bias, 

and the 20% rate represents the expected level of missing data that may introduce bias in the analysis 

results. 
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The missing data mechanisms considered in the study are Missing Completely at Random (MCAR) and 

Missing at Random (MAR). In MCAR, missing data for a variable are unrelated to other variables 

(Allison, 2002; Enders, 2010; Graham, 2012; Little & Rubin, 2019). In MAR, there exists a relationship 

between the variable with missing data and other variables (Allison, 2002; Little & Rubin, 2019; Schafer 

& Graham, 2002). To ensure comparability with other studies in the literature, the MAR mechanism is 

included in this study. 

Another condition included in the study is the number of items per factor. Brown (2006) suggests that 

there should be a minimum of 3 items per factor. However, there are studies suggesting that there should 

be at least 5 (Gorsuch, 2015) or at least 10 (Nunnally & Bernstein, 1994) items per factor. Since 

unidimensional structures are considered, the number of items per factor is set to 8 and 16 in this study. 

Thus, most of the recommendations regarding the number of items per factor in the literature are met. 

Additionally, this enables the examination of the impact of missing data handling methods on reliability 

coefficients in relatively short tests.  

The reliability level represents the reliability coefficient in terms of internal consistency. In the literature, 

reliability coefficients of 0.70 and above are considered acceptable (McAllister & Bigley, 2002; 

Nunnally & Bernstein, 1994). Therefore, in this study, the true reliability conditions include the 

acceptable lower limit of 0.70 and the condition of 0.90, which can be interpreted as high reliability. 

The specified reliability levels, as also included in the study by Edwards et al. (2021), were obtained 

using McDonald's Omega coefficient (McDonald, 1970, 1999) with Formula 1: 

𝜔 = 𝑟𝑥𝑥′ =  
(∑𝑖=1

𝑘 𝜆𝑖)2

(∑𝑖=1
𝑘 𝜆𝑖)2+∑𝑖=1

𝑘 (1−𝜆𝑖
2

)
      (1) 

In Formula 1, λ represents the factor loading of each item. 

Evaluation Criteria 

The relative bias (RB) values, which are based on the difference between the calculated reliability 

coefficients for each condition and the true reliability level, were calculated using Formula 2:  

𝑅𝐵 =  
�̅�𝑥𝑥′−𝑟𝑥𝑥′

𝑟𝑥𝑥′
      (2) 

Here,  �̅�𝑥𝑥′ represents the average reliability coefficient obtained from 1000 replications, while 𝑟𝑥𝑥′ 

represents the true reliability level. As recommended by Flora & Curran (2004), we employed a criterion 

of |RB| < 0.10 to determine acceptable bias. 

Generating Datasets and Imputing Process 

The process of creating datasets with missing data was carried out using the "mice" package (van Buuren 

& Groothuis-Oudshoorn, 2011) based on the specified missing data ratios (5%, 10%, 20%) and missing 

data mechanisms (MCAR and MAR). After generating datasets with missing data, we employed the 

following imputation methods using relevant R packages. We employed the imputeTS package (Moritz 

& Bartz-Beielstein, 2017) for listwise deletion and zero imputation and the missMethods package 

(Rockel, 2022) for median imputation, mean imputation, and EM imputation. We employed the mice 

package (van Buuren & Groothuis-Oudshoorn, 2011) for random forest (RF) imputation with the default 

iteration setting as m = 5 and regression imputation. 

The analysis of the data involved calculating Cronbach's Alpha coefficient for the complete datasets and 

datasets obtained through various missing data imputation methods using the psych package (Revelle, 

2024). Additionally, we utilized the reliacoef package (Cho, 2023) to calculate Heise & Bohrnstedt's 

Omega, Gilmer-Field's reliability coefficient, and Hancock & Mueller's H coefficient. We wrote the 

custom R script to calculate Gölbaşı-Şimşek & Noyan's Teta G and Armor's Teta coefficients. 

We utilized Pearson correlation matrices to calculate reliability coefficients from factor analysis for 

datasets imputed using mean, median and regression imputation methods, which resulted in continuous 

data. 
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Findings 

The one-way ANOVA results indicate that each simulation factor has a statistically significant effect on 

the RB values. The findings are summarized in Table 3. 

Table 3. 

One-way ANOVA Results 
 Factor df F 𝜂2 

Datasets with 

missing data 

True reliability 1 97.39* 0.05 

Test length 1 284.42** 0.12 

Missing data mechanism and ratio 5 23.84* 0.06 

Deletion/imputation methods 6 76.06** 0.19 

Sample size 1 89.91* 0.04 

Reliability coefficient 5 455.70*** 0.53 

Datasets without 

missing data 

True reliability 1 0.519 0.01 

Test length 1 4.457** 0.10 

Sample size 1 2.195 0.05 

Reliability coefficient 5 12.606*** 0.62 

Note. *p<0.05, **p<0.01,***p<0.001 

Upon examining Table 3, it is evident that the reliability coefficients have the most significant impact 

on RB values for datasets containing missing data, while the sample size has the most minor effect. For 

datasets without missing data, the most significant impact on RB values is associated with reliability 

estimation methods, with no significant effect observed for reliability level and sample size. 

Figures 1-4 present the RB values obtained from simulation conditions. The parallel lines on the x-axis 

represent the acceptable range of |RB| as ±0.10. 

Figure 1. 

Relative Bias Values for Datasets Without Missing Data 

 

Figure 1 displays the relative bias (RB) values of reliability coefficients for datasets without missing 

data. It is observed that in the condition where the sample size is 200, the number of items is 16, and the 

reliability (R) is 0.70, Heise & Bohrnstedt's Omega coefficient overestimated reliability. However, all 

other reliability coefficients provided acceptable estimations across all conditions. 
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In Figure 2, the RB values of reliability coefficients are presented for datasets with a 5% missing data 

rate. Similar to datasets without missing data, in conditions where the sample size is 200, the number of 

items is 16, and reliability (R) is 0.70, Heise & Bohrnstedt's Omega coefficient overestimated reliability 

independent of the missing data mechanism and imputation method. However, all other reliability 

coefficients, except Heise & Bohrnstedt's Omega, provided reliability estimates within an acceptable 

RB range across all conditions, regardless of the number of items, sample size, imputation method, and 

missing data mechanism. 

In Figure 3, the RB values of reliability coefficients are presented for datasets with a 10% missing data 

rate. Similar to datasets with a 5% missing data rate and datasets without missing data, Heise & 

Bohrnstedt's Omega coefficient overestimated reliability when the sample size was 200, the number of 

items was 16, and reliability (R) was 0.70. However, under the MAR missing data mechanism, when 

the true reliability was 0.70, and the number of items was 8, Cronbach's Alpha, Gilmer-Feldt's reliability 

coefficient, Armor's Theta, Gölbaşı-Şimşek & Noyan's Theta G, and Hancock & Mueller's H coefficient 

underestimated the true reliability when zero imputation was preferred. In all other conditions, all 

reliability coefficients (except Heise & Bohrnstedt's Omega when the number of items was 16, the 

sample size was 200, and R was 0.70) provided reliability estimates within an acceptable RB range. 

In Figure 4, the RB values of reliability coefficients are presented for datasets with a 20% missing data 

rate. Under the MAR missing data mechanism, when the true reliability was 0.70, the number of items 

was 8, and the sample size was 200, Cronbach's Alpha, Gilmer-Feldt's reliability coefficient, Armor's 

Theta, and Gölbaşı-Şimşek & Noyan's Theta G underestimated the true reliability when zero imputation 

was preferred. Similarly, under the MAR missing data mechanism, when the true reliability was 0.70, 

the number of items was 16. The sample size was 1000, Cronbach's Alpha, Gilmer-Feldt's reliability 

coefficient, Armor's Theta, Gölbaşı-Şimşek & Noyan's Theta G, and Hancock & Mueller's H coefficient 

underestimated the true reliability when zero imputation was preferred. In all other conditions, all 

reliability coefficients (except Heise & Bohrnstedt's Omega when the number of items was 16, the 

sample size was 200, and R was 0.70) provided reliability estimates within an acceptable RB range.  
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Upon examination of Figures 1, 2, 3, and 4, it was observed that Heise & Bohrnstedt's Omega coefficient 

tends to overestimate reliability, especially in conditions of low reliability (0.70), small sample size 

(200), and 16 items, regardless of missing data and imputation methods. Therefore, under these specific 

conditions, Heise & Bohrnstedt's Omega coefficient can be considered an upper limit for estimating 

reliability. 

Using the zero-imputation method to handle missing data can yield misleading results, particularly when 

the missing data mechanism is MAR. When preferred alongside commonly used imputation methods 

such as mean imputation, median imputation, and regression imputation, as well as Random Forests 

imputation and expectation maximization methods, reliability coefficients generally provide estimations 

within acceptable limits (|RB|<0.10). 

 

Discussion 

This study compares the relative bias values of reliability coefficients in unidimensional structures 

consisting of five-category ordinal indicators regarding the impact of missing data handling methods. 

Findings show that zero imputation method may cause to underestimation of reliability coefficients if 

missing data mechanism is MAR and when missing data ratio increases. 

When the sample size gets lower for the complete data sets obtained with the listwise deletion method, 

it is seen that the reliability coefficients do not give biased results. This is in line with Enders' (2003) 

findings that when LD is preferred as a method of dealing with missing data in data sets with 15% 

missing data. Similar to Enders' (2003) study, the level of biased estimation for Cronbach's Alpha 

coefficient was within acceptable limits, and the bias decreased as the sample size increased. In the 

MAR and MCAR mechanism, the BM algorithm estimated Cronbach's Alpha coefficient with 

acceptable bias, similar to Enders' (2004) study. For the MCAR mechanism, LD, RF, ME, MD, RI, and 

EM algorithms gave unbiased results, which are theoretically and practically compatible. Analogous to 

these findings, in their study, Sheng and Shen (2012) observed that multiple imputation is efficient in 

enhancing dependability estimations, even when dealing with data distributions that are skewed. Franco-

Martínez et al. (2022) highlighted the compensating nature of multiple imputation, indicating its ability 

to effectively handle intricate missing data patterns. Enders (2010) emphasized the effectiveness of 

regression imputation in producing unbiased estimates in several situations where data is missing. 

When the effect size on the RB values obtained from the data sets with and without missing data is 

analyzed, it is seen that the largest effect size is in the reliability coefficients. Accordingly, the reliability 

coefficient is the most influential factor on the RB. In other words, the bias values obtained from the 

reliability coefficients differ from each other at a statistically significant level. In addition to this 

situation, reliability coefficients make unbiased predictions in general terms. The different values used 

in the calculation formulae of the reliability coefficients (Table 1) may have caused this. The "number 

of items," which is common in all formulae, has a moderate effect size in the data sets with and without 

missing data. These findings are also theoretically expected. Increasing the number of test items 

generally improves reliability estimates, reducing standard errors and bias (A. Hayes & Coutts, 2020; 

Sheng & Sheng, 2012; Trizano-Hermosilla & Alvarado, 2016; Turner et al., 2017).  

The true reliability values (0.70 and 0.90) were obtained in line with McDonald's Omega coefficient 

formula. Since McDonald's Omega coefficient is calculated with reference to factor loadings, factor 

loadings vary at each true reliability level. The effect size on reliability levels estimated from sets with 

missing data is small (η2=0.05). This may be related to the quality of the items (factor loadings).  

 

Results and Suggestions 

This study demonstrates that due to their consistently unbiased outcomes across simulation conditions, 

the EM, RF, RI, MeanPerson, and MedianItem imputation methods may be more beneficial than zero 

imputation and listwise deletion (LD) methods when estimating Cronbach's Alpha, Hancock & 

Mueller's H, Armor's Theta, Gölbaşı-Şimşek & Noyan's Theta G, and Gilmer-Feldt's reliability 

coefficient. It is noted that Heise & Bohrnstedt's Omega coefficient may overestimate reliability 
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independently of missing data issues. Therefore, although Heise & Bohrnstedt's Omega coefficient is 

based on factor loadings, indicating a congeneric measurement, it is recommended to assess its model-

data fit at low-reliability levels due to low factor loadings before reporting. Considering that 

measurements in scale development and adaptation studies are often congeneric, Cronbach's Alpha 

coefficient has provided unbiased results even in datasets that do not meet this assumption. Despite this, 

researchers may still prefer Cronbach's Alpha coefficient in situations similar to simulation conditions 

when it yields similar estimates of true reliability. Still, this recommendation pertains solely to the 

impact of missing data imputation methods. It is crucial to note that there are simulation studies from 

various perspectives suggesting that Alpha tends to underestimate reliability (McNeish, 2018; Edwards 

et al., 2021). Furthermore, zero imputation directly affects the assumption of normal distribution, 

particularly for variables identified as normally distributed. Therefore, if zero imputation is preferred 

for such variables, a reevaluation of the normal distribution assumption is advisable. Additionally, the 

MeanItem and RI methods, despite dealing with categorical and discrete variables, perform continuous 

imputation, which alters the structure of the dataset. Given that educational sciences often work with 

categorical data, attention should be paid to this aspect in planned analyses following the reporting of 

reliability coefficients. It should be noted that this study is a Monte Carlo simulation, providing valid 

results for simulation conditions. Still, the validity of the results obtained decreases as the variables in 

real datasets deviate from these conditions. Therefore, the obtained results should be interpreted within 

these limitations. Future studies may manipulate the number and skewness of categories of variables to 

conduct simulation studies. 
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