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Abstract 

Numerous investigations have focused on recognizing Internet news as valid documents. This study encompasses 

the application of text mining techniques to generate a TF-IDF matrix and the subsequent automatic identification 

and categorization of an optimal number of clusters. The research examines the impact of K-Means document 

clustering on internet news articles, integrating the User Engagement dataset which includes articles from various 

esteemed publishers. Prior to implementing the K-Means algorithm, several preprocessing steps were undertaken 

to prepare the TF-IDF matrix. Due to the absence of the content attribute data, the description attribute was selected 

for document clustering. During preprocessing, extraneous ASCII symbols, punctuation marks, line breaks, emails, 

mentions, internet extensions, stopwords, and words outside the 2 to 21 character range were removed. Words 

were stemmed to consolidate different forms of the same root. The Elbow method was employed on the TF-IDF 

matrix to determine the optimal number of clusters, followed by an analysis of results using prominent words and 

word clouds. Ultimately, five clusters of document counts 797, 408, 89, 364, and 8755 were identified. 
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1. Introduction 

In this study, we embark on a journey through the intricate domain of document clustering, with a 

particular focus on the "Internet news data with readers engagement" dataset. Our mission unfolds in 

several pivotal stages, each contributing to the overarching goal of unveiling insightful cluster analysis. 

It all begins with meticulous data preprocessing, where we meticulously cleanse the dataset of empty 

rows and parse texts into individual words, setting the stage for effective clustering. Leveraging the TF-

IDF (Term Frequency-Inverse Document Frequency) method, we extract features to gauge the 

significance of words within documents, laying a robust foundation for subsequent analysis. The heart 

of our study lies in the application of the K-Means algorithm, a cornerstone of unsupervised machine 

learning, which diligently partitions the dataset into K clusters based on similarity. Through iterative 

refinement and the judicious use of the Elbow Method to determine the optimal number of clusters, we 

unveil clusters ripe for analysis. Visualizations further enhance our understanding by showcasing the 

most prominent terms within each cluster, revealing distinct thematic threads lurking within the corpus, 

ranging from geopolitics to journalism. This systematic approach not only refines the dataset but also 

unveils nuanced insights, illuminating the latent patterns and narratives embedded within the textual 

data. 

2. Data Preprocessing 

Before processing the dataset, it must be prepared depending on the algorithm or operations to be 

applied. To perform preprocessing, understanding the structure of the dataset is essential. Within the 

dataset, there are two headers suitable for clustering: 'description' and 'content'. While data from the 

'content' header is preferred for its representation of the articles' content, the 'description' header, 

containing summaries of the news, is also utilized due to the unavailability of complete content in the 

dataset. Data in this header was cleaned of empty rows before processing, resulting in a dataset 
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comprising 10,413 rows. Following the removal of empty spaces, text within the dataset was segmented 

into individual words. Furthermore, stop words in English, words with less than two characters, ASCII 

symbols, commas, special characters, emails and mentions, and internet extensions were cleansed using 

appropriate functions. Additionally, for more meaningful clustering results, words within the dataset 

were organized to retain only their roots. 

 

 

Figure 1: Comparison Before and After Data Preprocessing 

 

3. Feature Extraction with TF-IDF 

At this stage, determining the importance of a word for a document is crucial for utilizing the 

preprocessed dataset in the K-Means algorithm. TF-IDF (Term Frequency-Inverse Document 

Frequency) is a numerical statistic aimed at reflecting the importance of a term for the document it is 

deemed relevant to. This method operates by increasing the weight of a term when it appears multiple 

times in a document, while decreasing the weight when it is common across many documents. This 

weight typically ranges between 0 and 1, signifying the term's significance within the context of the 

document. 

 

Figure 2: The Top 15 Terms with Highest Weight 

4. Application of K-Means Algorithm and Cluster Analysis 

K-Means stands as one of the simplest and most popular machine learning algorithms to date. Operating 

without the utilization of labeled data, it epitomizes an unsupervised algorithm, signifying that in this 

context, no single text belongs to a specific class or group. It functions as a clustering algorithm that 

categorizes a dataset into K clusters. The underlying principle of this algorithm revolves around defining 

the clusters by K centroids. Each centroid represents a center of a cluster. The algorithm iteratively 
operates by initially randomly placing each centroid into the dataset's vector space and then shifting 

them towards points closer to themselves. With each iteration, the distances between each centroid and 
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points are recalculated, and centroids are relocated to the centers of the nearest points. The algorithm 

concludes when either the positions or groups no longer change, or when the distance by which centroids 

change falls below a predefined threshold. Given the ambiguity regarding the ideal number of clusters 

initially, the K-Means algorithm was executed with cluster numbers ranging from 1 to 10, and the results 

were scrutinized to determine the optimal K value. The Elbow Method was employed for this 

determination, wherein the sum of squared distances of points to the cluster centroids is calculated for 

each K value, and a graphical representation is generated. The inflection point on the graph, where the 

rate of decrease in the sums begins to diminish, denotes the most suitable K value. 

 

Figure 3: The Graphs Drawn for Each K Value 

 

Based on the trend observed in the graph, where the difference starts diminishing from the point where 

K equals 5, this value is chosen as the optimal one. 

5. Results and Evaluation 

Following the execution of the K-Means algorithm with a K value of 5, the most popular terms in each 

cluster were visualized, and word clouds were generated. 
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Figure 4: The Most Popular Terms for Each Cluster 
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Figure 5: F Word Clouds Created for Each Cluster 

Upon examining the clusters generated by the K-Means algorithm, distinct thematic threads and patterns 

emerged, shedding light on the underlying structures within the dataset. Notably, the first cluster 

prominently featured terms related to the United States, suggesting a concentration of news articles 

pertaining to American affairs. In contrast, the second cluster showcased terms associated with 

publishing, indicative of articles discussing the journalism industry and its practices. The third cluster 

revealed a focus on journalism-related terms, suggesting a thematic emphasis on the profession itself. 

Similarly, the fourth cluster exhibited a concentration of terms related to the United Kingdom, indicating 

a distinct regional focus within the dataset. Finally, the fifth cluster presented a diverse array of 

fundamental terms, reflecting a broad spectrum of topics encompassing various aspects of news and 

information dissemination. 

Furthermore, the respective sizes of each cluster provided valuable insights into the distribution of 

articles across different thematic categories. The largest cluster, comprising 8755 documents, 

represented a comprehensive collection of articles covering diverse subjects. In contrast, smaller 

clusters, such as the third and fourth clusters with 89 and 364 documents respectively, highlighted more 

specialized topics within the dataset. These findings underscore the effectiveness of the K-Means 

algorithm in discerning meaningful patterns and clustering documents based on their thematic content. 
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Through this systematic approach, our study has successfully elucidated the inherent structure of the 

dataset, offering valuable insights into the composition and distribution of internet news articles. 

6. General Evaluation and Conclusions 

To facilitate the application of the K-Means algorithm and achieve cleaner results, preprocessing was 

conducted on the dataset. Once the dataset was refined to a state conducive for obtaining accurate 

outcomes, feature extraction was performed using the TF-IDF method. This methodology enabled the 

determination of the weight associated with each term for every document, providing valuable insights 

into the dataset's structure. Subsequently, the K-Means algorithm was applied with cluster numbers 

ranging from 1 to 10, and the optimal K value was determined using the Elbow Method, resulting in a 

choice of 5 clusters. Within these 5 clusters, the most popular terms were identified for each, and word 

clouds were generated accordingly. Upon examining the clusters, distinct thematic threads emerged, 

with the prominence of terms related to the United States in the first cluster, publishing in the second, 

journalism in the third, and the United Kingdom in the fourth. The fifth cluster exhibited a collection of 

fundamental terms. The respective term counts for the clusters were as follows: 797, 408, 89, 364, and 

8755. Throughout the implementation process, insights from the article "Text Clustering with K-Means" 

were taken into consideration. 
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