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Face Expression Recognition via Transformer-Based
Classification Models

M. Cihad Arslanoglu,Huseyin Acar and Abdulkadir Albayrak

Abstract—Facial Expression Recognition (FER) tasks have
widely studied in the literature since it has many applications.
Fast development of technology in deep learning computer vision
algorithms, especially, transformer-based classification models,
makes it hard to select most appropriate models. Using complex
model may increase accuracy performance but decreasing infer-
ence time which is a crucial in near real-time applications. On
the other hand, small models may not give desired results. In this
study, it is aimed to examine accuracy and data process time per-
formance of 5 different relatively small transformer-based image
classification algorithms for FER tasks. Used models are vanilla
Vision Transformer (ViT), Pooling-based Vision Transformer
(PiT), Shifted Windows Transformer (Swin), Data-efficient image
Transformers (DeiT), and Cross-attention Vision Transformer
(CrossViT) with considering their trainable parameter size and
architectures. Each model has 20-30M trainable parameters
which means relatively small. Moreover, each model has different
architectures. As an illustration, CrossViT focuses on image using
multi-scale patches and PiT model introduces convolution layers
and pooling techniques to vanilla ViT model. Model performances
are evaluated on CK+48 and KDEF datasets that are well-
known and most used in the literature. It was observed that
all models exhibit similar performance with literature results.
PiT model that includes both Convolutional Neural Network
(CNN) and Transformer layers achieved the best accuracy scores
0.9513 and 0.9090 for CK+48 and KDEF datasets, respectively.
It shows CNN layers boost performance of Transformer based
models and help to learn data more efficiently for CK+48
and KDEF datasets. Swin Transformer performs 0.9080 worst
accuracy score for CK+48 dataset and 0.8434 nearly worst
score for KDEF dataset. Swin Transformer and PiT exhibit
worst and best image processing performance in terms of spent
time, respectively. This makes PiT model suitable for real-time
applications too. Moreover, PiT model require 25 and 83 second
least training epoch to reach these performance for CK+48 and
KDEF, respectively.

Index Terms—FER, Transformers, ViT, Classification

I. INTRODUCTION

ACIAL expressions are universal communication skills
independent of country, language or ethnicity for the
people. Human facial mimics convey a rich information about
emotions, behaviors, and so on [1] . Many disciplines study
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facial expressions such as psychology [2] and marketing [3].
Tang et al. proposed a real-time system to evaluate the perfor-
mance of students in a classroom using their facial expressions
[4]. Sajjad et al. designed a framework to detect suspicious
persons using facial expressions for smart security in law
enforcement services [5]. Fu et al. evaluated whether there is a
relation between being depressive and facial expressions. They
showed that depressive people have poor ability to imitate
facial expressions [6]. Since facial expressions play a signifi-
cant role in many fields, Facial Expression Recognition (FER)
has been of keen interest in computer vision and machine
learning. Humans represent their facial expressions in many
forms like being happy, less happy, or happier. In computer
vision and machine learning, however, they are restricted in
6-8 essential form. Ekman and Friesen proposed to use 6 basic
forms of emotions, which are anger, disgust, fear, happiness,
sadness and surprise [7]. There are many techniques for FER
tasks in the literature. However, all of them are categorized in
two groups: geometric and appearance-based feature extrac-
tion algorithms. While geometric-based methods utilize the
face landmarks of humans, appearance-based algorithms use
texture, shape, and color-based features. Sheth et al. stated
that geometric-based features outperform appearance-based
feature extraction techniques [8]. Moreover, combining both
appearance and geometric based features improve accuracy
for FER tasks [9], [10], [11]. In geometric feature extraction
approaches, the aim is to find a relationship between human
mimics and facial expressions [12]. Geometric-based FER
applications have two steps: face landmark detection and
facial expression recognition. In face landmark detection stage,
mimic points like eyes, mouth, and nose are detected and many
statistical features are calculated such as distance between
eyebrow and area of mouth. After the detection stage, obtained
features are fed into a classifier to detect facial expression. In
appearance-based FER algorithms, texture, color, and shape
information are extracted from human face. There are two
kinds of appearance-based feature extraction algorithms: deep
learning and hand-crafted features. These two approaches have
advantages and disadvantages. Hand-crafted feature extraction
algorithms are easy to implement in terms of time and com-
plexity. However, they have lack of adaptiveness for different
conditions such as environment, human ethnicity, and so on.
On the other hand, deep learning algorithms are able to learn
these kinds of different cases. This strong learning ability
comes with greater complexity. Deep learning methods need
more computational power, data and time to yield competitive
results. One of the most used deep learning algorithms in
computer vision and FER tasks is CNNs. CNNs apply nxn
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Fig. 1: High level architecture of ViT algorithm. ViT algorithm splits an image into equal sized patches. To calculate global
embeddings and reduce data size, a linear layer is applied to each patch. Positional encoding values are added to each patch
due to emphasize importance of their positions. These embeddings are given to multi-head attention mechanism and MLP
block which includes linear layer and GeLU activation function. At the last stage, embeddings are given to a classifier which

is a linear layer.

filters to input images to capture meaningful local features
like shape, color, and texture. It uses pooling layers to decrease
dimensions of input image to eliminate useless features and
decrease computational complexity. CNNs provide more rep-
resentative and less complex feature vector at the last layer. A
classifier is fed with this obtained feature vector to detect facial
expression. Vision Transformer (ViT) [13] is a Transformer-
based, which is proposed for Natural Language Processing
(NLP) task by Vaswani et al. [14], classification algorithm. ViT
algorithm focuses on global dependencies of the images unlike
CNNs. VIT algorithm divides an image into patches instead
of processing it as a whole. Linear layers are applied to these
patches to capture most representative features of image and
decrease size of raw data. Then, a similarity metric, which is
cosine similarity, is calculated between these all patches which
is named as attention map. ViT algorithm uses this attention
map to eliminate less valuable features like noise and gives a
feature vector at the end of the processes. Obtained feature
vectors are given to a classifier to detect facial expression
of human. Although ViT algorithm outperform CNN based
methods, it has a couple of disadvantages. ViT algorithm
has O(N2) computation complexity which makes ViT training
harder and time inefficient. Anasosalu et al. introduce a new
token mixing operator, which is called RepMixer, to solve
time latency problem without accuracy reduction [15]. Liu
et al propose a hierarchical shifting window to capture non-
overlapping features and local features with linear complexity
increment. In this paper, FER accuracy and spent time perfor-
mance of five different ViT models which are vanilla ViT [13],

Swin Transformer [16], CrossViT[17] , PiT [18] and Deit [19]
were compared. The performances of these used models are
evaluated on two different datasets that are CK+48 and KDEF.
The main contributions of this study are listed below:

e Accuracy and image process time performance of five
different transformer-based models were compared.

o Each experiments were repeated five times to be sure
about performance consistency and experiment repro-
ducibility.

o Loss function plots and accuracy score of used models
are evaluated due to reveal overfitting problem.

o Four different evaluation metrics were used to be sure
about the results and see if there is a problem about
results such as unbalanced data issue.

o Obtained results were compared with the literature.

II. RELATED WORKS

Related works were split into two subtitle that are hand-
crafted methods and deep learning approaches. Hand-crafted
methods also have different approaches such as appearance
and geometric-based feature extraction. However, they were
examined under same title that is hand-crafted methods.

A. Hand-crafted Methods

In [20], [21] geometric features are extracted and given to
Hidden Markov Model (HMM) and Support Vector Machine
(SVM) to classify. Rahul et al. achieves 84.7% accuracy score
for Japanese Female Facial Expression (JAFFE) dataset [20].
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Fig. 2: (a) high level architecture of CrossViT algortihm. (b) high level architecture of cross-attention fusion approach [17]

Chouhayebi et al. states that they obtained 94.5% accuracy
score for fusion of private and Bogazici University Head
Motion Analysis Project (BUHMAP) datasets [21]. Sharma
et al. apply preprocessing Gaussian filter for noise removal
and contrast histogram equalization for illumination correction
before detecting geometric features and classification [22].
Sharma et al. accomplish 95.5% accuracy score for Multi-
media Understanding Group (MUG) dataset. Ibrahim et al.
crop face of image that helps to extract most representative
features. Then Histogram of Oriented Gradient (HOG) and
Local Binary Pattern (LBP) algorithms are applied to extract
features of the face. At the classification stage, obtained feature
vectors are fed into SVM classifier [23]. Ibrahim et al. achieves
95.17% accuracy score for JAFFE dataset. Kaya et al. align
face of image Generalized Procrustes Analysis (GPA) to obtain
good face representation. Then many feature extraction meth-
ods like HOG, LBP Speedup Robust Features (SIFT), Local
Phase Quantization (LPQ) are applied to aligned images. At
the classification stage, two classification algorithms which are
Extreme Learning Machine (ELM) and Partial Least Squares
(PLS) are trained and their decisions are fused in the test stage
[24]. The proposed method performs 53.62% accuracy score
EmotiW 2015 dataset.

B. Deep Learning Approaches

Liu et al. gives a video to CNN and Global Attention Unit
to extract spatial features and use Bidirectional Long Short-
Term Memory(BiLSTM) to capture temporal variations from
previous layers. At last stage, Attention pooling is applied and

given to classification layer [25]. In the paper, it is stated that
the proposed algorithm exhibits 99.54%, 88.33% 87.06%, and
63.71% accuracy score performance for CK+48, OuluCASIA,
MMI, and AffectNet, respectively. Pan et al. extract spatial
and temporal features giving frames of a video to two model
stacks which is consist of CNN and Long Short-Term Memory
(LSTM) models sequentially. Obtained feature vectors from
two models stacks are aggregated using proposed aggregation
layer. A SoftMax activation layer is applied to aggregated
feature vectors and classified [26]. Pant et al. declare that pro-
posed method achieves 65.72% and 42.98% accuracy scores
for RML and eNTERFACE datasets. Uddin et al. uses depth
cameras to capture images instead of conventional RGB cam-
eras. They train a CNN based classification algorithm using
hand-crafted features like Local Directional Rank Histogram
Pattern (LDRHP), Local Directional Strength Pattern (LDSP),
and Generalized Discriminant Analysis (GDA) [27]. Uddin et
al. obtained 95.42% and 96.25% accuracy scores for CK and
Bosphorus datasets. Minaee et al. states that there is no need
very deep CNN models for FER tasks and propose two CNN
model that has four and two convolution layers, respectively.
Second CNN model is named as localization network. An
affine transform applied to feature vectors that is obtained
by localization network and multiplied with feature vectors
of first model. In the classification stage, a linear layer is
applied to the feature vector and classified using linear layer
and SoftMax activation function [28]. Minaee et al. achieves
70.02%, 98.0%, 99.3%, and 92.8% accuracy scores for Fa-
cial Expression Recognition 2013 (FER2013), CK+48, Facial
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Fig. 3: (a) shows high-level architecture of PiT algorithm. In (b), PiT pooling layer is displayed [18]

Expression Research Group (FERG), and JAFFE datasets.

III. MATERIAL AND METHODS

ViT is a transformer-based image classification algorithm.
Dosovitskiy et al. proposed ViT algorithm by inspiring at-
tention mechanism based transformer architecture which is
designed for NLP by Vaswani et al. [14]. ViT algorithm has
three main stages: patch embedding, attention mechanism and
classification. In patch embedding, an image with WxHxC size
is shaped into Lx(nxn)xC where L is patch number, n is patch
size, and C is channel size. A linear layer is applied to each
to obtain embeddings and reduce patch size. To specify where
each patch belongs to, positional encoding values are added
to output of linear layer. In attention mechanism, attention
matrix, cosine similarity between all patch embeddings, is
calculated. Then attention matrix is multiplied by embeddings
to weight embeddings. A MLP block which has linear layer
and Gaussian Error Linear Unit (GeLU) activation function
is applied to embeddings due to enhance embeddings. As a
result, these obtained embeddings are given to a classifier at
the classification stage. Figure 1 shows high level architecture
of ViT algorithm.

A. CrossViT

Vanilla ViT model requires many data for efficient training
since it focuses on global dependencies. CrossViT algorithm
focuses on both global and local embedding tokens by using
two level patch size. In patch embedding phase, CrossViT
algorithm splits the image into mxm and nxn sized patches.
These patches are given to cross-attention module that includes
a fusion approach to combine both different sized patches
and reduce computation complexity. CrossViT algorithm and
cross-attention illustrations are given in Figure 2a and 2b,
respectively.

B. PiT

Heo et al. state that adding spatial dimension reduction in
ResNet CNN-based deep learning algorithm improves accu-
racy score and decrease validation loss in training stage [18].

ViT does not have any spatial reduction layer unlike CNN-
based algorithms. PiT algorithm uses a pooling layer to utilize
advantages of spatial dimension reduction. Proposed pooling
layer apply a couple of depth-wise convolution operation in
ViT’s patch embedding stage and obtain 3D tensors unlike 2D
matrix like vanilla ViT. These 3D tensors are reshaped into
2D matrix before transformer architecture and ViT procedure
is sustained. High-level architecture of PiT and pooling layer
were provided in Figure 3a and 3b, respectively.

C. DeiT

ViT algorithm needs million-level images to learn image
representation embeddings efficiently. This makes ViT hard
learner and hardware inefficient deep learning model. Tou-
vron et al. proposes a distillation token and label distillation
techniques with using teacher-student relation in order to
decrease these data and hardware requirements [19]. In DeiT
architecture, a distillation token is concatenated with patch
embeddings. In backpropagation, layer teacher and student
model decisions are combined using soft distillation and
hard-label distillation approaches like in Equation 1 and 2,
respectively. In Equation 1 and 2, Lo E is cross-entropy, K L
is Kullback-Leibler (KL) loss, A is coefficient to balance KL
and cross-entropy, ¢ is softmax function, Z, is student model
logits, 7 is distillation temperature, Z, is teacher model logits,
and y; is decision of teacher model.

Lgiobar = (1= A) - Lo E(Y(Zs),y)+
()

D)+ g Low (W(Z).

)

hardDistill _
‘Cglo bal

D. Swin Transformer

Since ViT focuses on all global dependencies between each
patch, it has N2 computational complexity where N is patch
size. Moreover, ViT does not focus on hierarchical relations in
the image. Liu et al. proposes Swin transformer with shifted
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non-overlapping window and Swin transformer block to re-
duce computation complexity and reveal hierarchical relations
in the image [16] . Given input image is split into patches like
ViT but with small patch size like 4x4. Linear layer is applied
to each patch with C output size and obtained %x% times
patch embeddings. In order to reduce attention mechanism
computation complexity, a modified attention mechanism,
called Swin Transformer Block, is used to calculate relations
between patches. Swin transformer block apply conventional
transformer block for only some patches that is in a non-
overlapping window. Non-overlapping window includes M
patches where M is initialized as 4. In the other words, each
non-overlapping window possess 4C times patch embeddings.
This proposed Swin transformer block reduce computation
complexity from 4hwC? + 2(hw)? C to 4hwC? + 2M?*hwC
where h and w are height and width of the image, M is patch
size in the non-overlapping window, and C' is patch embedding
size. Later on, merging layer is applied to each window
separately. Merge layer concatenate each patch in the non-
overlapping window and apply linear layer in order to decrease
embedding size to 2C from 4C. This sequential process is
applied to n times to output of each swin transformer block
with shifting non-overlapping window as illustrated in Figure
4. High-level architecture of Swin transformer is shown in
Figure 5.

IV. RESULTS AND DISCUSSION
A. Dataset

To evaluate transformer based five different classification
algorithms, two well-known and commonly used datasets
that are Karolinska Directed Emotional Faces (KDEF) and
Extended Cohn-Kanade (CK+48) were used. Both datasets
were split into train and test datasets with 80% and 20% rate,
respectively.

1) KDEF: KDEF dataset is provided to literature by
Karolinska Institute in 2008 [29]. KDEF dataset includes 4900
images that is taken from 35 male and 35 female individuals in
laboratory conditions. Each class have same sample size that
is 700. Obtained images has same shape and it is 562x762x3
where 562 is width, 762 is height and 3 is channel size. Dataset

has 7 emotion state: afraid, angry, disgusted, sad, happy
surprised, and neutral. Captured image is taken in 5 different
views: full left profile, half left profile, straight, half right
profile, and full right profile. Sample images with different
views from KDEF dataset were illustrated in Figure 6. AF,
AN, DIS, HAP, NEU, SAD, and SUP abbreviations represent
afraid, angry, disgusted, happy, neutral, sad, and surprised,
respectively. FLP, HFP, FSP, HRP, and FRP indicates full left
profile, half left profile, full straight profile, half right profile,
and full right profile.

2) CK+48: CK+48 dataset is created by Luckey et al. in
2010 as extension of Cohn-Kanade dataset [30]. The dataset
contains 981 images with 48x48x3 shape and seven classes.
Class names their sample sizes are following 75 afraid, 135
angry, 177 disgusted, 84 sad, 207 happy, 249 surprised, and
54 neutral. Sample images from CK+48 were given in Figure
7. AF, AN, DIS, HAP, NEU, SAD, and SUP abbreviations
represent afraid, angry, disgusted, happy, neutral, sad, and
surprised, respectively.

B. Setup

All experiments were done using Python programming
language and PyTorch [31] deep learning framework. A couple
of important parameters such as input size and patch size were
shared in Table I. Input column represents input size of images.
Patch column indicates how many patches are extracted from
the input image. CrossViT has two patch size since it uses
multi-scale patches. Total model trainable parameter numbers
and their architectures were cared to select transformer-based
classification algorithms. Table I params’ column display total
trainable parameters size of models. ’img/sec [GPU]’ and
’img/sec [CPU]’ columns mean that how many images are
processed in one second with GPU and CPU hardware, respec-
tively. Timm implementation of used deep learning models that
is pretrained on Imagenetlk dataset were fine tuned instead of
from scratch training. ImageNetlk dataset has 1000 classes
with over 1 million images. All models were trained until
train accuracy reaches up to 98%. The average number of
epochs needed to achieve 0.98 train accuracy score is shared
in ’epoch’ column of Table II. CrossViT, DeiT, PiT, Swin
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TABLE I: Parameters of used models

Model Patch
CrossViT | 240x240 | (12,16)
DelT 224x224 16
PiT 224x224 16
Swin 256x256 16

ViT 224x224 16 192

Tnput i Head Depth img/sec [GPU]
(192,38%) 6.6 4.0) red
384 6 2 22.0 20 6
264) 2335 60
22,62) 83 8
2 2.1 9

params (M) img/sec [CPU]
269 5

G612
(3,6,12,24)
3

o[ 1o] 0| |

(48,48,48)
96

Transformer, and ViT algorithms achieved a training accuracy
of 98% after approximately 12, 32, 25, 93, and 42 epochs,
respectively, on the CK+48 dataset. When applied to the KDEF
dataset, the ordered algorithms reached the same 98% accuracy
after 15, 105, 83, 100, and 106 epochs, respectively. Stochastic
Gradient Descent (SGD) optimization algorithm was used with
linearly decreased learning rate from 0.1 to 0.01 throughout
first 30 epochs. It was observed that training the models with
constant learning rate increase training time to reach 98% train
accuracy. Batch size was set to 32 for all experiments. All
models are trained and tested on Google Colab environment
with following hardware specifications: 16GB Random Access
Memory (RAM), Intel(R) Xeon(R) CPU @ 2.20GHz and Tesla
T4 GPU with 16gb Memory. All experiments were done five
times to be sure about consistency and reproducibility of the
results.

1) Evaluation Metrics: Four metrics that are accuracy,
precision, recall, and F1 were used in order to compare
performance of used models. Definition of used evaluation
metrics were given in Equation 3, 4, 5, and 6. Accuracy score
measure how many data is correctly predicted by the model.
It is calculated dividing True Positive (TP) plus True Negative
(TN) to sum of True Positive (TP), True Negative (TN), False
Positive (FP), and False Negative (FN) like in Equation 3. A
high accuracy score indicates the model is capable to classify
data correctly. Although accuracy score is a suitable metric
to evaluate balanced datasets, it is specious when data is not
balanced.

TP+ TN
 TP+TN+FP+FN
Unlike accuracy score, precision focuses on how much
model is well to predict target, TP, instead of others like TN.
Precision is not affected by unbalanced datasets since it does
not focus on other classes except target one. It is calculated
as in Equation 4.

3)

TP
P= TP+ FP @
Recall score does not take account FP predictions which
means how many data is predicted as target class when they are
not target class. Its calculation formula was given in Equation

5. - TP .
TP+ FN ©)

F1 combines both recall and precision score and yields
a single value. Since F1 is a tradeoff between recall and
precision scores, it provides a more reliable result. It is
calculated like in Equation 6.

R

P-R

P+ R ©

Table I ’img/sec [GPU]’ and ’img/sec [CPU]’ columns
reveal that PiT and Swin Transformer models has most and
least image processing capability in a second for GPU and
CPU, respectively. While PiT process 160 images in a second,
Swin Transformer has 48 image processing capability on GPU
hardware. On the other hand, same models process 9 and 2
images in a second for CPU hardware.

Obtained average performance metrics of five different
experiments were shared in Table II for both CK+48 and

F1=2
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Fig. 8: (a) and (b) represents accuracy scores of CK+48 and KDEF test datasets, respectively.
TABLE II: Performance of models for both CK+48 and KDEF datasets.
CK+48 KDEF
Accuracy Precision Recall Fl epoch Accuracy Precision Recall Fl1 epoch
CrossViT | 0.9463+0.027 | 0.9459+0.029 | 0.9465+0.031 | 0.9454+0.031 12 0.8426+0.011 | 0.8447+0.010 | 0.8426+0.011 0.8426+0.011 15
DelT 0.9400+0.020 | 0.9389+0.026 | 0.9389+0.019 | 0.9394+0.025 32 0.8935+0.005 | 0.8944+0.005 | 0.8936+0.005 | 0.8935+0.0056 105
PiT 0.951320.023 | 0.9504x0.030 | 0.9498x0.021 | 0.9514x0.029 | 25 | 0.9090£0.012 | 0.9101x0.012 | 0.9091=0.012 | 0.9089x0.0125 | 83
Swin 0.9080£0.042 | 0.8869+0.050 | 0.8843£0.045 | 0.9076x0.050 | 93 | 0.8434%0.004 | 0.8449+0.005 | 0.8435x0.046 | 0.8428+0.0050 | 100
ViT 0.94440.004 | 0.9429+0.009 | 0.9424+0.012 | 0.9440£0.007 | 42 | 0.8871=0.010 | 0.8871x0.011 | 0.8872£0.010 | 0.8866+0.011 106

TABLE III: Studies from the literature

Study Dataset | Accuracy
Wang et. al [32] CK+48 0.9284
Subud et. al [33] CK+48 0.9987
Kim et. al [11] CK+48 0.9646
Yu et. al [34] CK+48 0.9410
Hu et. al [35] CK+48 0.9407
Mohan et. al [36] CK+48 0.9800
Kumar et. al [37] CK+48 0.9420
Kas et. al [38] CK+48 0.9648
This study CK+48 0.9513
Subud et. al [33] KDEF 0.9689
Eng et. al [39] KDEF 0.8095
Puthanidam et. al [40] KDEF 0.8958
Mohan et. al [36] KDEF 0.8300
Kumar et. al [37] KDEF 0.9370
Obait et. al [41] KDEF 0.9529
Kas et. al [38] KDEF 0.9020
Yaddaden et. al [42] KDEF 0.8458
Barra et. al [43] KDEF 0.8271
This study KDEF 0.9090

KDEF datasets. The notation in Table II is that accuracy o
where o is standard deviation of 5 experiment. It is clearly seen
standard deviation of all results are less than 0.06 which means
results are consistent. The best results for both CK+48 and
KDEF datasets are obtained by PiT transformer architecture.
PiT architecture achieves average best 0.9513 and 0.9090 ac-
curacy scores for CK+48 and KDEF test datasets, respectively.
Meanwhile, Table II also shows that the steadiest models, in
terms of accuracy standard deviation, are vanilla ViT and Swin
for CK+48 and KDEF datasets, respectively. Recall, precision
and F1 are also near to accuracy and stable. CrossViT model
reaches its the best scores with least epoch compared to other
models. Swin Transformer and vanilla ViT algorithms need

the most training epochs for CK+48 and KDEF datasets,
respectively. Average scores of five experiments also were
displayed in Figure 8a and 8b for CK+48 and KDEF datasets,
respectively. Figure 8a and 8b reveals that Swin Transformer
architecture exhibit the worst accuracy scores compared to
other models. It is also possible to see most unstable models,
in terms of accuracy standard deviation, are Swin Transformer
and PiT for CK+48 and KDEF datasets, respectively. train loss
and accuracy plots at every epoch were shared in in Figure 9
and Figure 10 for CK+48 and KDEF datasets, respectively.
Figure 9a and 10a shows that CrossViT achieves the best
train accuracy score and least train loss. However, it does not
outperform other all models for test datasets.

Model selection in deep learning plays a significant role for
many tasks including FER. It has a lot of effects on results and
progress such as inference time, training time, test accuracy,
and so on. Using complex models may increase the accuracy
performance. However, complex models need to expensive
hardware requirements and they have more inference time that
hinder near real-time processing. Small models may run on
low-level hardware. However, generally they are less accurate
than complex models. Model selection has direct effect on
budget, accuracy performance, inference time, and so on. All
possible models should be evaluated to find optimal model
to solve aimed tasks. Table I and II shows that although
CrossViT has more parameter than DelT, it is not able to
outperform DelT model. Moreover, Figure 9 and 10 reveal
that CrossViT algorithm has lack of generalization capability
since it learns train data so fast with less loss values but it is
not able to exhibit same performance on test dataset. Although
Swin Transformer has most parameter size, it achieves less
performance than most of other models for both datasets. It
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means using complex model is not solution at every time.
Moreover, Swin Transformer has more inference time since it
has hierarchical feature extraction and concatenation layers.
PiT model, has convolution layers to extract embeddings,
outperforms vanilla ViT that means using convolution layers to
extract embeddings from the image helps to learn more useful
features. Since convolution layers tends to extract local low-
level features in its early layers [44], PiT combines local low-
level features with ViT’s global embedding extraction mech-
anism. All individual models have near accuracy, precision,
recall and F1. Literature results for both CK+48 and KDEF
datasets were shared in Table III. First column indicates the
study, second column shows which dataset was used and the
last column displays accuracy score of the studies. Although
some studies perform better and worse compared to used
Transformer based algorithms, It is seen that Transformer-
based algorithms exhibit similar accuracy score compared to
the literature.

0.81

0.71

accuracy

0.6

0.5

—— CrossViT
DelT
— PIT

0.4

0.34 — Swin
— ViT
0 20 40 60 80 100 120
epochs
(a)
2.00
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1.25
% 1.00
K]
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0.25 i
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0.00 — VIiT
0 20 40 60 80 100 120
epochs

Fig. 9: (a) and (b) represent train accuracy and loss plots with
respect to trained epoch for CK+48 dataset.

V. CONCLUSION

Facial Expression Recognition is an important study field
in the literature. Human face mimics and their emotions are
widely used such as human-computer interaction. To deter-
mine best models in terms of accuracy and running speed is
important to develop suitable applications.

In this paper, it is aimed to compare Transformer-based
different image classification models for FER task. The five
models that have different architectures but almost same
trainable parameter sizes were selected.CK+48 and KDEF
datasets were used to evaluate FER performance of proposed
approaches. Experiment results show that although models
have roughly same learnable parameter numbers, model per-
formances and data processing time differ each other. It reveals
that model architectures play an important role in performance
in terms of accuracy and image processing capability. CNN
and Transformer based hybrid PiT model outperforms all
other models for both CK+48 and KDEF datasets in terms
of accuracy. Moreover, PiT model has most image processing
capability in one second. That makes PiT model suitable to
use in FER applications. On the other hand, Swin transformer
has worst image processing capability in one second. Swin
Transformer and ViT model exhibit worst accuracy score for
CK+48 and KDEF datasets, respectively. In further studies,
domain specific datasets can be used for pretraining stage
before transfer learning to increase performance of models. It
is also possible to measure and compare accuracy and running
time performance of Transformer and CNN based models.

1.0
0.8 1
—— CrossViT
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— PIT
0.27 — Swin
— ViT
0 20 40
0 20 40

o
EY

accuracy

=3
IS

60 80 100
epochs
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Fig. 10: (a) and (b) represent train accuracy and loss plots with
respect to trained epoch for KDEF dataset.
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