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Machine learning methods are powerful tools in modeling systems or 

extracting knowledge about a phenomenon from samples. This paper is 

written in order to make the process of machine learning clearer. To 

employ a machine learning method, first the features of a sysytem, a 

phenomenon or a dataset must be exacted. Determining relevant features in 

a system is still an open issue. Later, relevant features can be determined by 

a feature selection method. Using a feature selection method may be caused 

to increase the accuracy of the system. Finally, optimum machine learning 

method must be determined. This stage is really hard, a machine learning 

method may be employed uniquely or combined together. Later, the 

Highleyman dataset was employed in tests in machine learning stages. 
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1. Introduction 

 

In classical science, a system can be modeled (developing an equation) after many and many 

experiments. Furthermore, before the experiments, the researcher(s) must have an idea about which 

physical parameters are relevant to the output of the system. After time consuming and expensive 

experiments, developed equation can be only defined for some specific conditions.  

 

An alternative solution of these hard process is using a machine learning (ML) method, which is 

popular research and application concept nowadays [1, 2, 3, 4, 5]. By ML methods, a system or a 

phenomenon can be modeled by using a few samples. Machine learning is defined as follows. 

 

• Herbert Simon: “Any change in a System that allows it to perform better the second time on 

repetition of the same task or on another task drawn from the same population.” [6] 

 

• Tom Dietterich: “The goal of machine learning is to build computer systems that can adapt 

and learn from their experience.”  

 

• Arthur Samuel: “Field of study that gives computers the ability to learn without being 

explicity programmed” 

 

• Tom Mitchell: “Well-posed Learning Problem: A computer program is said to learn from 

experience E with respect to some task T, and some performance measure P, if this performance on T 

as measured by P improves of experience E” 
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• Computing Dictionary: “The ability of a machine to improve its performance based on 

previous results” 

 

In ML, a system or a phenomenon is learned. Webster defined “to learn” as follows: “To gain 

knowledge or understanding of, or skill in by study, instruction or experience''. It looks really 

meaningful and easy to use machines (for example computers). The aim behind writing this paper is to 

give a brief and frank way to employ a ML method. 

 

2. Materials and Methods 

 

The methodology of using a ML method is simplified and visualized in Figure 1. 

 

 
Figure 1. General methodology of employing ML 

 

As seen from Figure 1, in order to achieve successful results, there are some preprocessing stages. The 

first one is to identify the problem (see Figure 1). It is not true to employ ML in the problems that the 

relationship between inputs and outputs is clear [7, 8]. Because calculating the outputs via a 

relationship is easier than employing a ML. After identifying the issue, a dataset must be prepared (see 

Figure 1). A dataset is a combination of results of experiments. Each phenomenon can be called as a 

system, which produces some outputs for particular inputs as shown in Figure 2. 
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Figure 2. A system 

 

After each experiment, inputs (    ) and outputs (    ) must be recorded. Each    is a feature of a 

sample and each    is an output. The outputs and inputs must be defined clearly and logically. The 

inputs may be relevant to the outputs. By ML methods, a relationship between these inputs and the 

outputs can be established [9]. 
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In preparation of the dataset stage, the samples that recorded in experiments or the datasets that shared 

on the internet can be used such as UCI [10, 11]. The samples in the datasets must be checked before 

using them. The samples must be reliable and relevant; furthermore, the samples that are repetitive, 

noisy, irrelevant or redundant must be discarded. For some cases, the missed samples must be 

completed via some special methods [12, 13] or outlier samples must be detected [14, 15, 16]. 

 

Due to the developed technology, the capacity of the storage, the capability of communication and the 

dimension and mass of the dataset are all increased. Therefore, instead of using a big dataset, 

extracting features and using them in ML process causes faster and more stable solutions [17, 18, 19, 

20]. There are many feature extraction methods in the literature and it is still an open issue. But the 

most popular ones are statistical properties for signals in both time and frequency domains and texture 

detection methods in images.  

 

As it was described before, there are many feature extracting methods and it is hard to know whether 

the exacted features are relevant or not. Therefore, feature selection methods have been employed to 

determine relevant ones and discard irrelevant, redundant and noisy features [21, 22, 23]. It was clear 

from the literature that using only selected features increases obtained success of a ML method [24]. 

There are basically three types of feature selection algorithms, which are the filter, wrapper and 

embedded feature selection methods [25, 26]. 

 

In order to obtain a fair success rate, the samples that used in training must not be used in tests [27]. 

Additionally, each sample must be used in test dataset in different folds. Three different basic cross-

validation scheme have been proposed in the literature, which are leave-one-out [28, 29, 30, 31], n-

folds cross-validation [30, 31, 32] and Monte Carlo cross-validation scheme [33].  

 

After the dataset is divided into two partitions: training and test datasets, a ML method must be 

employed. The ML methods can be employed in classification, regression, clustering and 

reinforcement problems [34, 35, 36, 37, 38]. There are many and many numbers of ML methods in the 

literature [7, 8, 39]. It is really hard to determine the optimal ML method for each of the datasets. 

Therefore, the optimal ML method must be tested for each dataset. Finally, there are some tools that 

can be used in ML process such as WEKA, Dlib-ml and machine learning toolkit on the internet [8, 

40, 41, 42]. 

 

3. Results and Discussion 

 

In order to apply a ML method, Highleyman dataset, which was generated by Prtools, was employed 

in the evaluation and validation of the process. Each test was employed based on 5-folds cross-

validation scheme. The Highleyman dataset was illustrated in Figure 3. 

 

 
Figure 3. Highleyman Dataset 
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As seen in Figure 3, in the Highleyman Dataset, some samples can easily be distinguished on the other 

hand classifying a part of this dataset, which is in the intersection of two classes, is really hard. 

Obtained success rates by k nearest neighbors (kNN), Naïve Bayes (NB) and artificial neural network 

(ANN) in this dataset are given in Table 1. 

 
Table 1. Obtained success rates in Highleyman Dataset 

k
N

N
 # of Nearest 

Neighbors 
1 2 3 4 5 6 7 8 9 10 

Accuracy (%) 91.6 86.7 90.0 83.3 90.0 85.0 83.3 83.3 83.3 75.0 

N
B

 Bin 2 4 6 8 10 12 14 16 18 20 

Accuracy (%) 73.3 81.7 93.3 88.3 91.7 90.0 90.0 90.0 90.0 88.3 

A
N

N
 

Hidden Layer [1] [2] [5] [10] [20] [5 5] 
[5 10 

5] 

[5 10 

10 5] 

[5 10 20 

10 5] 

[5 10 20 

20 10 5] 

Accuracy (%) 88.3 73.3 93.3 96.7 95.0 93.3 90.0 91.7 93.3 86.7 

 

As seen from the results given in Table 1, the parameters of the employed methods must be 

determined. These parameters are generally determined by trials. Obtained regions for each class by 

the employed kNN, NB, and ANN are given in Figure 4.  

 

 

 
Figure 4. Obtained classification regions by kNN, (b) Naïve Bayes, and (c) ANN 

 

As seen from Figure 4, the regions of the classes were changed according to employed method. Better 

classifying regions yields higher accuracies. In order to show the regions some other ML methods 

were employed  and obtained accuracies by these methods are given in Table 3 and the regions are in 

Figure 5. 

Figure 5. Obtained classification regions by some other popular methods 
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Table 3. Obtained Accuracies (%) in Highleyman Dataset 

 

As seen from Table 3, the success of a method does not depend on the complexity of the method, it is 

highly related with the structure or geometric complexity of the dataset. Furthermore, these ML 

methods can be combined in order to achieve higher accuracies. Obtained classification regions by 

combined ML methods are given in Figure 6 and achieved accuracies are given in Table 4. 

 

Figure 6. Obtained classification regions by combining some other popular methods 

 
 

Table 4. Obtained Accuracies (%) by combined ML methods in Highleyman Dataset 

Combined ML Method Accuracy (%) Combined ML Method Accuracy (%) 

Voting combiner 86.7 Median combiner 88.3 

Maximum combiner 90.0 Product combiner 91.7 

Minimum combiner 91.7 Parallel combiner 90.0 

Mean combiner 91.7 Stacked combiner 90.0 

 

ML Method Accuracy ML Method Accuracy ML Method Accuracy 

KL Bayes-Normal-1 76.7 Polynomial  76.7 BP Neural  91.7 

PC Bayes-Normal-1 76.7 Subspace . 91.7 LM Neural  91.7 

Logistic Regression 80.0 Bayes-Normal-1 76.7 Automatic Neural  93.3 

Fisher 76.7 Bayes-Normal-2 93.3 Random Neural Net 95.0 

Nearest Mean 73.3 kNN  90.0 Support Vector  98.0 

Scaled Nearest Mean 78.3 Parzen-1 90.0 nu-Support Vector  76.7 

LC-Perceptron 76.7 Parzen-2 91.7 RB Support Vector  81.7 

Quadr 93.3 Naive Bayes 91.7 Kernel  78.3 
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It can be seen from Table 3 and 4 that combining methods do not guarantiee the success of ML 

methods. Furthermore, it must be noted that determining the optimal ML method and its optimal 

parameters are really hard stage and there is not still a simple way to solve this complexity and 

determine them simply. 

 

4. Conclusions 

 

 

This paper was written in order to give an example of a ML process. Each stage in ML process was 

described briefly and there are still some open issues in each of these stages. Later, Highleyman 

dataset was employed in order to show that it is really hard to know or predict which ML method is 

optimal for a dataset. But better ML methods can be predicted based on the characteristics of the 

dataset. 
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