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Abstract: The increasing volume of legal data in recent years requires integrating artificial intelligence (Al) tech-
nigues for efficient management and use. Critical challenges include classifying legal texts into specific fields or
topics. This is crucial to advancing legal research and practice. This article aims to categorically classify Turkish
court decisions, an area that has yet to be adequately researched before, compared to classification studies in in-
ternational law texts. The study aims to contribute significantly to developing artificial intelligence-supported solu-
tions to guide Turkish legal decisions by dividing legal texts into specific areas, thus increasing the efficiency and
accessibility of the legal system. The study first created a data set consisting of divorce and zoning cases. Then,
basic models were established with K-Nearest Neighbor (KNN), Support Vector Machines (SVM), Decision Trees (DT),
and Random Forests (RF) algorithms to determine the algorithm that would classify the cases most effectively. Hy-
perparameter optimization was performed for each model to increase the Base Model performances. This process
was supported by the 10-fold cross-validation method. Improved models were established with the hyperparameter
values obtained as a result of optimization. As a result of comparative analysis, the SVM model had an impressive
90% accuracy rate in classifying legal texts. This result will significantly contribute to the development of intelligent
legal systems by achieving significant success in classifying legal texts in Turkey.

Keywords: Legal Text Classification, Turkish Court Decisions, Machine Learning Algorithms, Hyperparameter Opti-
mization, SVM

Ozet: Son yillarda artan hukuki veri hacmi, verimli yénetim ve kullanim icin Yapay Zeka (Al) tekniklerinin entegra-
syonunu gerektirmektedir. Kritik zorluklar arasinda hukuki metinlerin belirli alanlara veya konulara gore siniflandiril-
masi yer almaktadir; bu, hukuki arastirma ve uygulamanin ilerletilmesi agisindan ¢ok 6nemlidir. Bu makale, uluslar-
arasl hukuk metinlerindeki siniflandirma calismalarina kiyasla daha 6nce yeterince arastirilmamis bir alan olan Turk
mahkeme kararlarini kategorik olarak siniflandirmayr amaclamaktadir. Calisma, hukuki metinleri belirli alanlara ayir-
arak, Turk hukuki kararlarinda yonlendirmeye yonelik yapay zeka destekli cdzimlerin gelistirilmesine 6nemli dl¢tide
katkida bulunmayi ve boylece hukuk sisteminin verimliligini ve erisilebilirligini artirmayi amaglamaktadir. Calismada
ilk olarak bosanma ve imar davalarindan olusan bir veri seti olusturulmustur. Daha sonra davalari en etkin sekilde
siniflandiracak algoritmayi belirlemek icin K-En Yakin Komsu (KNN), Destek Vektor Makineleri (SVM), Karar Agaclari
(DT) ve Rastgele Ormanlar (RF) algoritmalari ile temel modeller kurulmustur. Temel Model performanslarini arttir-
mak icin her bir model icin hiperparametre optimizasyonu gerceklestirilmistir. Bu surec, 10 katli capraz dogrulama
yontemi ile desteklenmistir. Optimizasyon sonucunda elde edilen hiperparametre degerleri ile iyilestirilmis model-
ler kurulmustur. Karsilastirmali analiz sonucunda, SVM modeli hukuki metinlerin siniflandirilmasinda %90 gibi etki-
leyici bir dogruluk oranina sahip olmustur. Bu sonug, Turkiye'deki hukuki metinlerin siniflandiriltmasinda énemli bir
basariy elde ederek, akilli hukuk sistemlerinin gelisimine dnemli katkilar saglayacaktir.

Anahtar kelimeler: Hukuki Metin Siniflandirmasi, Tirk Mahkeme Kararlari, Makine Ogrenmesi Algoritmalari, Hiper-
parametre Optimizasyonu, SVM

1. Introduction

Legal text classification is a critical process in legal infor-
matics. It aims to systematically classify legal documents
into predefined classes or categories according to their
content and thematic relevance (Boella et al., 2011). This
process facilitates the effective management, access, and

analysis of legal texts, thereby increasing the accessibility
of legal information and supporting legal research and de-
cision-making processes. Legal text classification leverages
advances in Natural Language Processing (NLP) and Ma-
chine Learning (ML) to automate the analysis of complex
legal language and document structures (Li et. al., 2020).
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Studies in the literature have focused primarily on legal
texts from various jurisdictions and languages, reflect-
ing the global interest in legal informatics and the uni-
versal challenges posed by legal text classification. Much
research has been conducted on English-language legal
texts focusing on courts’ decisions in the United States,
the United Kingdom, and international tribunals such as
the European Court of Human Rights (ECtHR). Aletras
et al. (2016) have established a precedent for predictive
legal analytics using NLP and ML by predicting the out-
comes of ECHR cases by analyzing case texts. Chalkidis,
Androutsopoulos, et al. (2019) focused on predicting the
legal verdict on ECHR cases. Chen et al. (2022) focused on
text classification for US legal texts and used pre-trained
word embedding-based deep learning algorithms. Stud-
ies of Chinese legal texts have analyzed decisions from
various levels of the Chinese judiciary, highlighting the
challenges and strategies specific to the Chinese legal
language. In their study called IFlyLegal, Wang et al.
(2019) introduced an integrated system that performs
legal document analysis by using deep contextual repre-
sentations and various attention mechanism techniques.
Lei et al. (2017) automatically classified Chinese decision
documents using machine learning algorithms. Their
study stated that they created a vector space model using
TE-IDF after segmenting the words. Zhang et al. (2022)
proposed a Chinese legal element identification method
based on BERT’s contextual relationship capture mech-
anism to identify elements by measuring the similarity
between legal elements and case descriptions. In their
study, Benedetto et al. (2023) focused on Italian legal
document classification. Their study used the BERT pre-
trained Language model for legal document classification.
Tagarelli and Simeri (2022) used Italian BERT pre-trained
on the Italian civil code or its sections for the classifica-
tion task. Nineesha and Deepalakshmi (2022) used Indi-
an legal documents to classify legal texts in their study. In
their research, they compared the performance of deep
learning techniques. Kalia et al. (2022) developed models
with a Support Vector Machine, Naive Bayes, K-Nearest
Neighbor, and Decision Tree to classify case events of the
Central Information Commission of India.

In the Republic of Turkey, which has a rich legal heritage,
applying artificial intelligence techniques in legal text

classification is essential and valuable. Despite growing
research on the classification of legal texts in various ju-
risdictions, studies focusing on the Turkish legal system
are scarce (Sert et. al., 2022; Aydemir, 2023; Gorentas et.
al., 2023; Turan et. al., 2023). This article aims to fill this
gap by developing a methodology for automatically clas-
sifying Turkish court decisions, focusing on two com-
mon cases (zoning and divorce). For this purpose, a data
set containing divorce and zoning cases was first created
in the study. The data set was put through natural lan-
guage processing processes. After the DDI steps, the data
set was divided into 80% training and 20% test sets using
the holdout method. Then, basic models were established
using KNN, SVM, DT, and RF machine learning algo-
rithms. Hyperparameter optimization was performed
to increase the performance of the models. This process
was supported by the 10-fold cross-validation method.
As a result, the SVM model achieved an impressive 90%
accuracy rate in classifying legal texts.

This study aims to contribute to the development of in-
telligent legal systems by providing a concrete method-
ology and application example for studies in the field of
legal text classification in Turkey. In addition, it will serve
as an essential reference point for developing classifica-
tion models appropriate to the characteristics of local
legal systems.

2. Materials and Methods

2.1. Dataset

In order to develop natural language processing applica-
tions in the field of law, it is important to first examine
the online decision sharing of these courts and deter-
mine in which court field the study data set will be creat-
ed. Table 1 shows online decision sharing information of
the courts of the Republic of Turkey.

In sharing the decision contents, the first instance court
decisions of the Judicial Judiciary and Administrative
Jurisdiction were examined. The first point that draws
attention in these reviews is that there needs to be a plat-
form where the state shares decisions. As a result, com-
mercial web pages sharing legal decisions were searched
and decision examples were accessed on the Lexpera

Table 1. Online decision pages of the courts of the Republic of Turkey (Turan, 2023)

First Instance Courts

Judiciary Regional Courts of Justice

Supreme Court

First Instance Courts

Administrative jurisdiction Regional Administrative Courts

Council of state

Constitutional Judiciary Constitutional Court

https://www.lexpera.com.tr/

https://emsal.uyap.gov.tr/
https://www.lexpera.com.tr/

https://karararama.yargitay.gov.tr/
https://www.lexpera.com.tr/

https://emsal.uyap.gov.tr/
https://www.lexpera.com.tr/

https://karararama.danistay.gov.tr/
https://www.anayasa.gov.tr/tr/kararlar-bilgi-bankasi/

I l m Uluslararasi Muhendislik, Tasarim ve Teknoloji Dergisi / International Journal of Engineering, Design and Technology, 2024 6(2)



Tulay Turan, Ecir Ugur Kuguksille

e

website. A data set was created by downloading the first
instance court decisions, including zoning and divorce
case decisions, from the relevant page to be used in the
study. The representation of the most frequently encoun-
tered words in the texts of zoning and divorce decisions
in the data set is given in Figure 1.
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Figure 1. Display of the most frequently encountered words in the
court texts included

2.2. Natural Language Processing

NLP is a subfield of artificial intelligence (AI) and lin-
guistics that focuses on the interaction between com-
puters and human (natural) languages. It aims to enable
computers to understand, interpret, and produce human
language in a valuable and meaningful way. NLP com-
bines computational linguistics (rule-based modeling of
human language) with statistical, machine learning, and
deep learning models. These technologies allow com-
puters to process human language in the form of text or
audio data and ‘understand’ the whole meaning of the

Divorce
Cases

Court

Decisions

\ Zoning

I Cases |

Figure 2. Classification of legal texts into divorce and zoning cases
using Natural Language Processing
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speaker or writer, together with their intent and feelings
(Hirschberg and Manning, 2015).

NLP is crucial to data analytics; It enables automatic anal-
ysis of large volumes of text data to gain insight, identify
trends, and detect sentiment. This is particularly relevant
in marketing, customer service, healthcare, and legal in-
formatics, where understanding human communication
can provide a competitive advantage and operational ef-
ficiency (Zhong et.al., 2020). In law, NLP facilitates the
analysis of legal documents, case law, and legislation,
helping legal professionals quickly find relevant infor-
mation and make more informed decisions (Ashley and
Briininghaus, 2009; Alarie et. al., 2018). Figure 2 shows
the classification of legal texts into divorce and zoning
cases using natural language processing.

2.3. Classification Algorithms

K-Nearest Neighbor

The KNN algorithm is a simple yet powerful non-para-
metric method for classification. It operates on a very in-
tuitive principle: an object is classified by a majority vote
of its neighbors, with the object being assigned to the
class most common among its k nearest neighbors (k is a
positive integer, typically small). If k=1, then the object is
assigned to the class of its nearest neighbor (Laaksonen
and Oja, 1996; Mucherino et. al., 2009).

In the basic equation, the distance between two points
(e.g., x and y) is typically calculated using the Euclidean
distance, though other distances (Manhattan, Minkows-
ki, etc.) can be used depending on the context:

d(x,y) =

where n is the number of dimensions (features) and x,,
y, are the values of the ith feature for points x and y, re-
spectively.

Support Vector Machines

SVM is a set of supervised learning methods used for
classification, regression, and outliers detection. The ba-
sic idea behind SVM is to find the hyperplane that best
divides a dataset into two classes. The hyperplane’s equa-
tion can be written as follows (Gunn, 1998; Hearst et.al.,
1998; Awad et.al., 2015):

w.x—b=0 (2)

where w represents the weight vector, x is the input fea-
tures, and b is the bias. The weight vector w determines
the orientation of the hyperplane, while the bias b de-
termines the distance of the hyperplane from the origin.
Together, they define the decision boundary: points for
which w-x-b>0 fall into one class, while those for which
w-x—b<0 fall into the other. SVMs aim to maximize the
margin between the classes, which is inversely propor-
tional to the norm of w.
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Decision Trees

DT is a nonparametric supervised learning method used
for classification and regression. A decision tree builds
classification or regression models in the form of a tree
structure, breaking down a dataset into smaller subsets
while simultaneously developing an associated decision
tree incrementally. The final result is a tree with decision
nodes and leaf nodes (Gupta et.al., 2017; Patel and Pra-
japati, 2018; Charbuty and Abdulazeez, 2021).

The decision at each node is made based on the feature x,
that maximizes or minimizes a certain criterion, such as
the Gini impurity or the information gain. The informa-
tion gain is calculated as follows:

16(D,,x;) = 1(D,) - E}H%I(Dj) 3)
where IG(Dp,xi) is the information gain of parent dataset
Dp split on feature xi, I is the impurity measure (e.g., en-
tropy for information gain), Np is the number of samples
in the parent dataset, Nj is the number of samples in the
jth child dataset, and m is the number of child datasets.
The equation calculates the reduction in impurity or “en-
tropy” achieved by splitting the parent dataset Dp on fea-
ture xi. The goal is to maximize this reduction, thereby
making the data subsets as pure as possible at each step
of the tree.

Random Forests

RF is an ensemble learning method for classification, re-
gression, and other tasks. It operates by constructing a
multitude of decision trees at training time and output-
ting the class, that is, the mode of the classes (classifi-
cation) or mean prediction (regression) of the individual
trees (Breiman, 2001; Cutler et.al., 2007; Ali et.al., 2012).

Random Forests do not have a simple equation like the
algorithms mentioned above, as they are based on the ag-
gregation of the results of multiple decision trees. How-
ever, the general principle of operation can be described
as:

1 B
RF(x) = EZH?}, ) @

where RF(x) is the prediction of the Random Forest for
input B is the number of trees in the forest, and Th(x)
is the prediction of the bth decision tree. This formula
represents the aggregation process in Random Forests,
where the outputs of multiple decision trees are com-
bined to produce a final result. For classification tasks,
this typically involves selecting the most frequent pre-
diction (mode) among all trees in the forest.

2.4. Hyperparameter Optimization with GridSearchCv
Optimizing machine learning algorithms is a critical step
in the model development, ensuring that models achieve
the best possible performance on given tasks (Feurer and
Hutter, 2019; Yang and Shami, 2020). This process involves
setting the model’s hyperparameters, the configuration
settings used to configure machine learning models.

GridSearchCV is a hyperparameter tuning technique
that comprehensively searches a specific subset of hy-
perparameters, evaluating and comparing the perfor-
mance of models trained with each combination through
cross-validation (Kartini et.al,, 2021; Alhakeem et.al,,
2022). The goal is to find the optimal set of hyperparame-
ters that results in the best model performance.

The equation of GridSearchCV for selecting the optimal
hyperparameter set (H*) can be abstractly formulated as:

H = argHmaxCVk (M(H, Dt?'ain): Dval (5)

+ H* is the optimal set of hyperparameters.

+ H ranges over the grid of possible hyperparameter
combinations.

+ CVk represents the K-fold cross-validation process.

« M(H,Dtrain) is the model trained with hyperparam-
eters H on the training dataset Dtrain.

« Dval is the validation dataset used in cross-valida-
tion.

2.5. Evaluation metrics

Evaluation metrics are crucial for evaluating the perfor-
mance of classification models and provide information
about how well a model’s predictions match actual ob-
served results. These measurements help understand the
strengths and weaknesses of the model, guiding improve-
ments and adjustments (Hossin and Sulaiman, 2015; Vu-
jovi¢, 2021). Some evaluation metrics commonly used in
classification: Accuracy, Precision, Recall (Sensitivity), F1
Score, Area Under the ROC Curve (AUC-ROC), and Con-
fusion Matrix (Fatourechi et.al. 2008; Liu et.al., 2014).

Accuracy is one of the most straightforward metrics
used in evaluating classification models. It measures the
proportion of correct predictions (both true positives
and true negatives) among the total number of cases ex-
amined.

The accuracy of a model is calculated as:

TP + TN
TP +TN + FP + FN (6)

Accuracy =
where:

« TP (True Positives) is the number of correct positive
predictions,

+ TN (True Negatives) is the number of correct nega-
tive predictions,

« FP (False Positives) is the number of incorrect posi-
tive predictions, and

+ FN (False Negatives) is the number of incorrect neg-
ative predictions.
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3. Experiments

This study consists of six main chapters focusing on clas-
sifying Turkish legal texts. First, the Turkish legal dataset
was pre-processed by applying natural language process-
ing (NLP) techniques. This pre-processing phase involves
making the texts ready for analysis. Secondly, a weighting
process was applied to determine the importance of each
term in the vector space model using the Term Frequen-
cy Inverse Document Frequency (tf-idf) method. This
method assigns importance to words in the text based on
their distribution in the document collection. In the third
section, four different classification models based on su-
pervised learning were developed with KNN, SVM, DT,
and RF. These models are designed to be used to classify
Turkish legal texts. In the fourth stage, hyperparameter
optimization was performed to improve the performance
of these classification models. This optimization helped
determine the necessary model parameters to ensure the
best performance. The fifth part includes the installation
of tuned models after optimization processes. This phase
involves creating final versions of the developed classi-
fication models by integrating the optimization process
results. In the last section, the classification performanc-
es of the developed models were compared using the
accuracy evaluation metric. This evaluation reveals the
effectiveness and reliability of the models in the legal text
classification task. The study’s methodology is visualized
with the system diagram presented in Figure 3.

Firstly, legal experts were interviewed to analyze the di-
vorce and zoning decision texts to be used in the study.
As a result of these interviews, information not neces-
sary for the research, such as the subject of the applica-
tion and the application process, was removed from the
decision texts. Figure 4 shows the sample structure of the
decision text, and Figure 5 shows the sample structure
obtained after the data preprocessing process.

The court decision texts were later added to the Excel
Data Pre-Progressing

Vector Space Model with Tf-Idf

Development of KNN, SVM, DT, RF Models

Hyperparameter optimization

Tune Model

Comparison of Models with Evaluation Metrics

Figure 3. Developed System Diagram
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work file. In the study, decisions regarding “zoning” are
defined as “1,” and decisions regarding “divorce” are de-
fined as “0” in the Excel file. Figure 6 shows the Excel data
set’s first 20 decision texts and class information.

In this research, the classification study of Turkish legal
texts begins with applying natural language processing
techniques. First, a comprehensive data preprocessing
process was applied to make the legal texts suitable for
analysis. This process involves converting texts into a
standard form and cleaning out elements unnecessary
for analysis. The data preprocessing steps performed on
the data in the study are shown in Figure 7.

Figure 8 shows the data’s appearance before and after
applying stopwords, noisy entity removal, and lowercase
operations, which are data pre-processing steps. After
these processes, frequently recurring words and noisy
data were removed from the data, and uppercase letters
were converted to lowercase letters.

The study used the Term Frequency - Inverse Docu-
ment Frequency (TF-IDF) method for vector represen-
tation and classification of Turkish legal texts. TF-IDF
calculates the importance of a word in a document by
evaluating the frequency of that word in the document
(TF) and the rarity of the word in the entire document
collection (IDF) (Yun-tao at.al., 2005; Bafna et.al., 2016).
This is a practical feature extraction method frequently
used in text mining and natural language processing. The
TE-IDF method used in classifying Turkish legal texts is
a powerful tool to reveal semantic differences between
documents and represent texts. This method allows the
creation of high-quality features necessary for training
classification models.

When calculating the ¢ftext frequency value, the ratio of
the number of terms in the sentence to the total number
of words in the sentence is considered. The calculation
method is shown in Equation 7.

fea

tf(t,d) = Stedfed 7)

The idf importance value is the base two logarithms of
the ratio of the total number of sentences to the total
number of the selected term in all sentences. The calcu-
lation method is shown in Equation 8.

| N
idf = (&D) = logr 5oy ®

After calculating the tf and idf values, the tf-idf value of
each word is obtained by multiplying the two values. The
calculation method is shown in Equation 9.

tfidf = (t,d,D) = tf(t,d).idf(t,D) 9)

In the study, tf-idf vector calculations were made for all
words in the data set. Figure 9 shows an example of the
calculated tf-idf values of words.

In the third part of the research, models were developed
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Figure 5. Sample structure of the decision text obtained as a result of data preprocessing
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using KNN, SVM, DT, and RF algorithms. To improve
the performance of these models, a comprehensive hy-
perparameter optimization process was conducted using
the GridSearchCV object of the scikit-learn library. In
GridSearchCV, separate models were built for each of the
determined hyperparameter values, and the hyperpa-
rameter combination that provided the highest accuracy
rate was determined. Figure 10 shows the accuracy rates

of each model depending on parameter changes. Table 2
shows the hyperparameter values that provide the most
successful results.

After the hyperparameter optimization process was
completed, the performances of the final models were
analyzed using the accuracy evaluation criterion. Ac-
cording to these evaluation results, the Support Vector
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Figure 6. Excel representation of data set content
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Figure 8. Data appearance before and after applying data preprocessing
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Legal text classification in Turkey: A machine learning approach to divorce and zoning decisions

Machines model was determined to have the highest
performance, with an average accuracy value of 90%. The
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Figure 10. Accuracy rates of models depending on parameter

Figure 9. Example of calculated TF-IDF values for words in the dataset. changes
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Figure 11. Accuracy results of the models

The research revealed how natural language processing
and machine learning techniques can effectively classi-
fy Turkish legal texts. This work also provided valuable
insights into optimizing the hyperparameters of specif-
ic machine-learning models. This optimization process
is a critical step that significantly improves the model’s
performance. Additionally, this study has significantly
contributed to legal technology applications by revealing
the applicability of machine learning models in legal text
classification.

This study fills a significant gap compared to the exist-
ing literature by focusing on the classification of Turkish
court decisions, which is an under-researched area ac-
cording to international law texts. Previous studies have
mainly focused on legal documents from other jurisdic-
tions, such as European (Kaur and Bozic, 2019; Cui et.
al,, 2023) and American (LI et. al., 2019; Eliot, 2020) case
law. The focus of this study on Turkish legal texts brings
a new dimension to the field of legal informatics. It re-
veals the applicability and effectiveness of artificial intel-
ligence in a different legal system.

The originality of this research lies in its application of
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