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Abstract  Öz 

Large Language Models (LLMs) have gained popularity 

across healthcare and attracted the attention of researchers 

of various medical specialties. Determining which model 

performs well in which circumstances is essential for 

accurate results. This study aims to compare the accuracy 

of recently developed LLMs for medical imaging systems 

and to evaluate the reliability of LLMs in terms of correct 

responses. A total of 400 questions were divided into four 

categories: X-ray, ultrasound, magnetic resonance imaging, 

and nuclear medicine. LLMs’ responses were evaluated 

with a zero-prompting approach by measuring the 

percentage of correct answers. McNemar tests were used to 

evaluate the significance of differences between models, 

and Cohen kappa statistics were used to determine the 

reliability of the models. Gemini Advanced, GPT-4, 

Copilot, and GPT-3.5 resulted in accuracy rates of 86.25%, 

84.25%, 77.5%, and 59.75%, respectively. There was a 

strong correlation between Gemini Advanced and the GPT-

4 compared with other models, К=0.762. This study is the 

first that analyzes the accuracy of responses of recently 

developed LLMs: Gemini Advanced, GPT-4, Copilot, and 

GPT-3.5 on questions related to medical imaging systems. 

And a comprehensive dataset with three question types was 

created within medical imaging systems, which was evenly 

distributed from various sources. 

 Büyük dil modelleri (LLM'ler) sağlık hizmetlerinde 

popülerlik kazanmış ve çeşitli tıbbi uzmanlık alanlarındaki 

araştırmacıların ilgisini çekmektedir. Doğru sonuçlar için 

hangi modelin hangi koşullarda iyi performans gösterdiğini 

belirlemek önemlidir. Bu çalışma, yeni geliştirilen büyük 

dil modellerinin tıbbi görüntüleme sistemleri için 

doğruluklarını karşılaştırmayı ve bu modellerin verdikleri 

doğru yanıtlar açısından birbirleri arasındaki 

uyumluluklarını değerlendirmeyi amaçlamaktadır. Bu 

değerlendirme için toplam 400 soru X-ray, ultrason, 

manyetik rezonans görüntüleme ve nükleer tıp görüntüleme 

olarak dört kategoriye ayrılmıştır. Büyük dil modellerinin 

yanıtları, doğru yanıtların yüzdesi ölçülerek sıfır-atışlı 

yönlendirme yaklaşımıyla değerlendirilmiştir. Modeller 

arasındaki farkların anlamlılığını değerlendirmek için 

McNemar testi, modellerin güvenilirliğini belirlemek için 

ise Cohen kappa istatistiği kullanılmıştır. Gemini 

Advanced, GPT-4, Copilot ve GPT-3.5 için sırasıyla 

%86.25, %84.25, %77.5 ve %59.75 doğruluk oranları elde 

edilmiştir. Diğer modellerle karşılaştırıldığında Gemini 

Advanced ve GPT-4 arasında güçlü bir korelasyon 

bulunmuştur, К=0,762. Bu çalışma, yakın zamanda 

geliştirilen Gemini Advanced, GPT-4, Copilot ve GPT-

3.5'in tıbbi görüntüleme sistemleriyle ilgili sorulara verdiği 

yanıtların doğruluğunu analiz eden ilk çalışmadır. Ayrıca 

bu çalışma ile tıbbi görüntüleme sistemleri ile ilgili çeşitli 

kaynaklardan üç soru tipinden oluşan kapsamlı bir veri seti 

oluşturulmuştur. 

Keywords: Large language models, Medical imaging 

systems, Generative ai, Comparison of the accuracy, 

Foundation models 

 Anahtar kelimeler: Büyük dil modelleri, Tıbbi 

görüntüleme sistemleri, Üretken yapay zeka, Doğruluğun 

karşılaştırılması, Alt yapı modelleri 

1 Introduction 

A recent development in large language models (LLMs) 

has led to increased interest in LLMs that enable them to 

recognize, comprehend, analyze, and generate content. 

Through transformer-based architectures trained on a variety 

of text data, articles, websites, and books, the processes of 

learning, understanding, and generating text can be achieved 

[1]. Several LLMs have been developed to obtain more 

desired responses. OpenAI released GPT-3.5 (ChatGPT) and 

GPT-4 (ChatGPT Plus) based on the Generative Pretrained 

Transformer (GPT) architecture in the last two years [2, 3]. 

Furthermore, Microsoft made a new investment in OpenAI 

and developed the Bing Chat model, which is similar to 

https://orcid.org/0000-0002-2000-7379
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ChatGPT and known as Copilot [4]. Similarly, in December 

2023, Google DeepMind released a new multimodal model 

called Gemini to replace Bard [5]. Today, these models have 

gained more attraction and are preferred across multiple 

disciplines due to their higher potential on providing 

responses, insights, suggestions, and even designing 

proposals. 

Higher-order thinking requires advanced cognitive 

processes such as creating, analyzing, evaluating, and 

criticizing. The human brain processes and transfers deep 

information, which results in these processes. Researchers 

are trying to use deep and reinforcement learning methods; 

and attempt to build a basis for high-level thinking in 

machines and software. Investigating LLMs is a continuing 

concern within comprehensive implications in various fields 

of medicine and biomedical literature [6], including studies 

on clinical decision support (CDS) in radiology [7], medical 

and/or pathology examinations [8-13], symptoms [14], for 

the interpretation of radiological images [15]. 

One example of LLMs in medicine is to compare the 

performances of the GPT-4, the GPT-3.5, and the Med-

PaLM on medical exams and benchmark datasets [8]. Nori 

et al. [8] evaluated the results for the zero-shot and the five-

shot responses on text- and visual media-related questions 

and found that the GPT-4 performed significantly better than 

the GPT-3.5 and the Med-PALM. In another study, GPT-4 

has been used to assess 52 radiological images obtained from 

Computed Tomography (CT), X-Ray, and Ultrasound (US) 

[15]. Brin et al. [15], however, found that GPT-4 did not 

provide reliable results for the interpretation of radiological 

images despite its potential uses in non-medical images. Huh 

et al. [12] compared the ChatGPT with medical students on 

the pathology examination in Korea. They observed that the 

performance of the ChatGPT was lower than that of the 

medical students. There was a 60.8% accuracy rate in the 

ChatGPT compared to 90.8% in the medical students' 

accuracy rate. Wang et al. [13] compared the knowledge 

ability of the ChatGPT with medical students using the 

Chinese National Medical Licensing Examination (NMLE) 

which belongs to the years 2020 to 2022. They found that the 

ChatGPT’s performance was lower than that of the medical 

students. Gilson et al. [9] evaluated the ChatGPT compared 

with GPT-3 and InstructGPT on multiple choice questions 

from the United States Medical Licensing Examination 

(USMLE). The ChatGPT outperforms the other two methods 

by an 8.15% improvement with a 64.4% accuracy rate. Kung 

et al. [10] compared the performance of the ChatGPT on two 

different question models, the multiple-choice question, and 

the open-ended question, obtained from the USMLE. The 

ChatGPT model succeeded in three exams without 

reinforcement for the 60% threshold level. In another study, 

Sinha et al. [11] evaluated the ChatGPT's performance on 

100 reasoning-type questions classified as higher-order 

knowledge in pathology. They categorized answers into five 

different scales and the ChatGPT’s accuracy was around 

80%. Efficient prompting techniques have been needed to 

reach more desired and correct outputs. However, LLMs’ 

accuracy performances are varying and affected by inter- and 

intra-user variability. Therefore, zero-shot prompting 

analysis has been conducted in this study on recent large 

language models to avoid variability and subjectivity. The 

differences between the related works cited above and our 

study are summarized in Table 1. Knowing which model 

performs well in which situations and using it in education 

and research is essential to obtain accurate results. Although 

extensive research has been carried out on ChatGPT, no 

single study exists that compares the performance of the 

Gemini Advanced with other popular chatbots; GPT-4, 

Copilot, and GPT-3.5 on medical imaging systems in 

biomedical literature. 

Our study contributes to the literature by addressing the 

following issues: 

1) This study is the first that analyzes the accuracy of 

responses of recently developed LLMs such as 

Gemini Advanced, GPT-4, Copilot, and GPT-3.5 

on questions related to medical imaging systems. 

2) The performance of LLM models among various 

imaging modalities was also calculated for different 

question types.The compatibility of the LLM model 

was demonstrated for various question types in 

medical imaging systems. 

3) A comprehensive dataset including three question 

types is created from various sources of medical 

imaging books. 

2 Material and methods 

2.1 Dataset 

The dataset consists of four groups of questions and each 

group includes 100 questions covering medical imaging 

systems such as X-rays, US, MRIs, and nuclear medicine 

imaging systems. There are three subcategories of questions 

in each group: open-ended (OE), multiple-choice (MC), and 

computational questions (CQ). In each of these subgroups, 

the proportions of questions are arranged to have 

approximately equal weights using various sources of 

medical imaging systems [16-31]. The following are three 

different types of questions asked to LLMs. The 

Supplementary_file_dataset presents all questions with their 

references used in the study. 

Open-ended questions are generally based on knowledge 

and interpretation.  

 

Sample question: "What determines the highest energy of x-

ray photons emitted from an x-ray tube?” The correct 

answer: “The highest energy is determined by the peak x-ray 

tube voltage. For example, if the peak voltage is p kV, then 

the peak x-ray energy will be p keV” [16]. 

 

Questions with at least two answer options are 

categorized as multiple-choice groups. 
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Table 1. Comparison of the state-of-the-art studies with our method 

Related 

Works 
LLMs Tasks Results Comparisons with our studies 

Şahin et al. 

(2024) [14] 

ChatGPT, 

Ernie,  

Bard, 
Bing 

Copilot 

To compare 

readability and quality 
of chatbots’ responses 

Bard is better than 

the other methods 
for readability 

 Bard is replaced by a new model 
Gemini Advanced. 

 A relatively small number of questions 
were included in their study. 

 Our study is related to chatbots’ 
accuracy on medical imaging. 

 Our study uses a new version GPT-4 
and Gemini Advanced. 

Brin et al. 

(2023) [15] 
GPT-4 

To assess radiological 
images 

GPT-4 did not 

provide reliable 

results for the 
interpretation of 

radiological 

images. 

 The study is related only radiological 

images. 

 A small number of images. 

 Lack of other LLMs: Gemini Advanced, 
Copilot, GPT-3.5 

Huh et al. 

(2023) [12] 

ChatGPT (the 

version 
cannot be 

defined) 

To compare the 

ChatGPT and medical 
students on pathology 

examinations 

The performance 
of the ChatGPT 

was lower than 

the medical 
students. 

 A relatively small number of questions. 

 Lack of other LLMs: Gemini 
Advanced, Copilot, and GPT-4. 

 The study is related with the pathology 
exams.  

Gilson et al. 

(2023) [9] 

ChatGPT, 
GPT-3, 

InstructGPT 

They compared 3 

LLMs on USMLE 

The ChatGPT 
outperforms the 

others. 

 The previous version of ChatGPT is 

used. 

 A relatively small number of questions. 

 No various question types are tested. 

 Lack of other LLMs: Gemini 

Advanced, Copilot. 

Kung et al. 

(2023) [10] 
ChatGPT 

To observe the 
performance of the 

ChatGPT on USMLE 

questions. 

The ChatGPT 

model succeeded 

three exams 
without 

reinforcement. 

 Lack of other LLMs: Gemini 
Advanced, Copilot, GPT-4. 

 Computational questions are not 

included. 

Nori et al. 

(2023) [8] 

GPT-4, GPT-
3.5, Med-

PALM 

To compare the 

performance of the 

LLMs on medical 
challenge problems 

the GPT-4 

performed 
significantly 

better than the 

others. 

 Lack of other LLMs: Gemini 

Advanced, Copilot. 

 The study is related to the medical 
challenge problems.  

Wang et al. 

(2023) [13] 
ChatGPT 

To compare the 
knowledge ability of 

the ChatGPT with 

medical students using 
Chinese NMLE 

The ChatGPT 

does not perform 
at the same level 

as students. 

 Only the ChatGPT model is used. 

 Lack of other LLMs: Gemini 
Advanced, Copilot, GPT-4 

 Variation of the question types is not 
considered. 

Sinha et al. 

(2023) [11] 
ChatGPT 

To evaluate the 

performance of the 
ChatGPT on solving 

questions. 

The ChatGPT’s 

accuracy was 

around 80%. 

 The study concerned only reasoning-

type questions. 

 Lack of other LLMs: Gemini 

Advanced, Copilot. 

 Variation of the question types is not 

considered. 

Rao et al. 

(2023) [7] 

GPT-3.5 
GPT-4 

To evaluate GPT-3.5 

and GPT-4 

performance for 

clinical decision 
support (CDS) in 

radiology for breast 

cancer imaging and 
breast pain 

ChatGPT-4 

performed higher 

performances on 

radiology clinical 
decision-making 

tasks as compared 

with ChatGPT-
3.5. 

 The study only related to the breast 

cancer imaging devices and breast 

brain. 

 Lack of other LLMs: Gemini 
Advanced, Copilot. 

 Variation of the question types is not 
considered. 

Our study 

ChatGPT 

including 
GPT-3.5, 

GPT-4, 

Copilot, 
Gemini 

Advanced 

To evaluate the 

performance of the 
various LLMs on 

various types of 400 

questions related with 
medical imaging 

systems. 

The accuracy rates 

of the LLMs were 
86.25%, 84.25%, 

77.5%, and 

59.75% for the 
Gemini 

Advanced, the 

GPT-4, Copilot, 
and the GPT-3.5, 

respectively. 
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Sample question: “Of the digital radiographic detectors 

currently available, which is based on the use of 

photostimulable phosphors for image production? 

a. Computed radiography detectors 

b. Indirect flat-panel detectors 

c. Direct flat-panel detectors 

d. Charge coupled device” 

The correct answer: “Computed radiography detectors” 

[17]. 

 

In computational questions, simple equations and 

mathematical expressions such as “sin (x”) or “2x-5” are 

written directly as text. The LaTeX script was used for more 

complex mathematical expressions.  

 

Sample question: “Show that the decay factor DF is related 

to the half-life by DF = e^{\frac{0.693t}{T_{1/2}}.” The 

correct answer:  𝐷𝐹 = 𝑒−𝜆𝑡, 
𝑁(𝑡)

𝑁(0)
=

1

2
= 𝑒−𝜆𝑡1/2, 𝑙𝑛2 =

𝜆𝑡1/2, 𝜆 =
0.693

𝑡1/2
, 𝐷𝐹 = 𝑒

−
0.693

𝑡1/2
𝑡
 obtained from the reference 

[16]. 

2.2 Large Language Models 

LLMs use enormous data for training and successively 

manage text to produce coherent and context-sensitive 

responses within a conversational framework. The accuracy 

of the answers in response to specific tasks is an essential 

factor that increases competition between the chatbots. The 

answer accuracy performance of the latest models (GPT-3.5, 

GPT-4, Copilot, and Gemini Advanced) was compared and 

as a means of avoiding subjectivity, the zero-shot 

performance of the models was measured. We input each 

question separately to the GPT-3.5, GPT-4, Copilot, and 

Gemini Advanced language models. All answers given were 

compared with the correct answers, which were recorded as 

1 if correct or 0 if incorrect. In order to prevent errors in 

checking answers, both authors used the cross-checking 

method. While asking questions, to prevent response-by 

response variation and cascading effects, each question was 

prompted three times with restarting the model, and highest 

number of identical responses were recorded as the answer 

of the model. A more creative conversation style was used 

for Copilot, whereas standard parameter settings were used 

for other models. Figure 1 presents an overview of the study 

protocol. 

2.3 Performance measurement and statistical analysis 

Each LLM's performance is evaluated by determining the 

percentage of correct answers given by the model to the total 

number of questions asked. Equation (1) defines the 

accuracy percentage (Acc%) of the model. The McNemar 

test was used to determine the significance of the difference 

between the groups, and the Cohen kappa (κ) statistic was 

used to assess their compatibility. All analyses were 

performed using SPSS version 23 [32]. 

 

Acc% =
Number of correct answers

Number of total questions in the group
x100  (1) 

3 Results 

A dataset consisting of 400 questions in total was 

produced, with three types of questions (OE, MC, and CQ) 

and four groups of 100 questions each (x-ray imaging, US, 

MRI, and nuclear medicine). Supplementary_file_results 

provides evaluations of all responses. Our first aim was to 

reveal the performance of chatbots on questions related to 

medical imaging systems. As seen in Table 2, the Gemini 

Advanced model showed the best performance in all groups, 

while GPT-3.5 showed the lowest performance. Gemini 

Advanced and GPT-4 performances are very close to each 

other.  

 

Table 2. Comparison table for accuracies of LLMs. 

  LLMs’ Accuracies 

 
GPT-3.5 GPT-4 Copilot 

Gemini 

Advanced 

X-RAY 62% (62/100) 82% (82/100) 80% (80/100) 84% (84/100) 

US 59% (59/100) 87% (87/100) 77% (77/100) 89% (89/100) 

MRI 60% (60/100) 82% (82/100) 76% (76/100) 83% (83/100) 

NM  58% (58/100) 86% (86/100) 77% (77/100) 87% (87/100) 

Total 

(Mean±SD) 

59.75% ± 

1.71% 

(239/400) 

84.25% ± 

2.63% 

(337/400) 

77.5% ± 

1.73% 

(310/400) 

86.25% ± 

2.75% 

(345/400) 

US: Ultrasound, MRI: Magnetic resonance imaging, NM: Nuclear 
medicine. 

 

Additionally, we measured the performance of LLMs on 

answering computational questions and compared them to 

other question types as shown in Table 3. The best accuracy 

performance is achieved in open-ended questions for all 

model types. However, the lowest performance was 

observed for computational questions. Specifically, GPT-3.5 

and Copilot language models perform considerably worse 

than other methods on computational questions. As far as the 

accuracy of the Gemini Advanced language model and GPT-

4 is concerned, both are superior to the others. 

 

Table 3. LLMs accuracies for various question types in 

medical imaging systems 

  LLMs’ Accuracies 

 GPT-3.5 GPT-4 Copilot 
Gemini 

Advanced 

OE questions 
76.26% 

(106/139) 
92.81% 

(129/139) 
87.77% 

(122/139) 
94.96% 

(132/139) 

MC questions  
66.67% 
(88/132) 

87.88% 
(116/132) 

85.61% 
(113/132) 

89.39% 

(118/132) 

Computational 

questions 

33.88% 
(45/129) 

71.32% 
(92/129) 

58.14% 
(75/129) 

73.64% 

(95/129) 

Total 

(Mean±SD) 

59.75% ± 

22.22% 

(239/400) 

84.25% ± 

11.26% 

(337/400) 

77.5% ± 

16.52% 

(310/400) 

86.25% ± 

11.06% 

(345/400) 

OE: Open-ended, MC: Multiple-choice 
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The significance level between the accuracy 

performances of the LLM models were analyzed in pairs 

using the McNemar test with a total data set of 400 questions. 

As shown in Table 4, statistically significant differences 

were observed for all groups (p<0.001) except GPT-4 vs 

Gemini Advanced (p=0.152). The highest difference, 

χ2=104.009 and p<0.001, was obtained for the GPT-3.5 vs 

Gemini Advanced group. The lowest difference, χ2=14.488 

and p<0.001, was found for the GPT-4 vs Copilot group. The 

null hypothesis is rejected at a 5% significance level. 

According to the accuracy performances of the four models, 

Gemini Advanced, GPT-4, Copilot, and GPT-3.5 are 

arranged in decreasing order, but Gemini Advanced and 

GPT-4 have no statistically significant differences (p = 

0.152). 

Finally, we used Cohen's Kappa coefficient to determine 

how closely LLMs fit each other. A kappa value К changes 

from 0 to 1, and 0 indicates there is no correlation, 1 

represents almost a perfect relationship between the two 

groups [33]. Table 4 presents kappa values for six dyads 

based on four language models. The result showed that 

Gemini Advanced and GPT-4 are the most compatible and 

mainly produce correct answers to the same questions with 

similar accuracy (К=0.762).  

 

Table 4. Statistical analysis results for compared pair of 

groups. 

  
McNemar Test Cohen’s 

Kappa 

statistics (К) 𝝌𝟐 p 

GPT-3.5 vs GPT-4 96.01 .000 .434 

GPT-3.5 vs Copilot  69.014 .000 .602 

GPT-3.5 vs Gemini Advanced 104.009 .000 .383 

GPT-4 vs Copilot 14.488 .000 .671 

GPT-4 vs Gemini Advanced - .152 .762 

Copilot vs Gemini Advanced 26.884 .000 .642 

Answers 

1 Point 

0 Point 

Comparison and 

Statistical Analysis 

Dataset Preparation 

Open-ended Questions 

Multiple-choice Questions 

Computational Questions 

X-Ray imaging 

(N=100) 

Ultrasound 

(N=100) 

MRI 

(N=100) 

Nuclear Medicine 

(N=100) 

Zero-prompt input 

GPT-3.5 

GPT-4 Copilot 

Gemini Advanced 

True 

False 

Figure 1. A schematic overview of the study protocol. 
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4 Discussion 

Gemini Advanced and GPT-4 are the highest-performing 

models in all medical imaging systems, as shown in Figure 

2. Despite having similar accuracy rates, the Gemini 

Advanced has a higher accuracy percentage ranging from 

83% to 90% as opposed to the GPT-4 model's 82% to 87%. 

Gemini Advanced, however, did not provide the correct 

answer to eight questions including five computational and 

three multiple-choice questions, whereas GPT-4 did, as 

shown in  

 

Table 5. As a result of Gemini Advanced's performance, 

16 questions were correctly answered, including eight 

computations, five multiple-choice, and three open-ended 

questions, while GPT-4's performance required  

assistance to get the right answers. It is difficult to 

determine the exact reason for this discrepancy due to 

differences in training data, model architecture, or other 

factors may have contributed to the difference in 

performance between the two versions. 

 

 

Figure 2. Comparison of accuracies of LLMs on various 

medical imaging fields 

Previous studies cited in the introduction section have 

noted the importance of LLMs usage for educational, 

research, and teaching purposes in medicine and biomedical 

literature [7-15]. Our research included Google's newly 

developed model and other chatbots, and various question 

types were used as model inputs for medical imaging 

systems. The results showed that Gemini Advanced ranked 

first at 86.25%, followed by GPT-4 at 84.25%, Copilot at 

77.50%, and GPT-3.5 at 59.75%. Moreover, according to 

Tables 2 and 3, the standard deviation of accuracy 

percentages varies from 1.71% to 2.75% for imaging 

modalities, and from 11.06% to 22.22% for question types. 

These results prove that question types significantly impact 

accuracy percentages, regardless of imaging modality types. 

LLM models' compatibility with each other were 

evaluated and the result showed that the Gemini Advanced 

and the GPT-4 were more compatible, К = 0.762. In contrast, 

the lowest compatibility was observed between the Gemini 

Advanced and the GPT-3.5, К = 0.383. The compatibility of 

Copilot with other models was also evaluated and the highest 

kappa value was observed between Copilot and GPT-4 for 

the binary groups with Copilot, К = 0.671. The fact that 

Copilot uses the GPT-4 model proves that the two models 

are highly compatible. Compared to the studies in the 

introduction section, our study also contributes to the 

literature by investigating the compatibility between Gemini 

Advanced and other different models in terms of correct 

responses to the questions. 

 

Table 5. 2x2 contingency tables indicating performances of 

Gemini Advanced and GPT-4 

 

Contrary to these advancements, we observed that 

Copilot and Gemini Advanced had longer response times 

than ChatGPT models. The ability to respond to questions 

quickly is an essential consideration for users. Due to its 

earlier release, GPT-3.5 is also free and has more users than 

other models. For students and researchers to make an 

informed decision regarding which model to use, they must 

be aware of LLMs’ performance to determine and use the 

correct model based on the relevant tasks. 

Our study has some limitations. We only used the zero-

shot prompting technique to avoid subjectivity. The LLMs 

were not trained with any prompt inputs, and all models were 

restarted before each question. Another limitation is that the 

questions are only provided to the models as text input. 

Radiological images play an essential role in medical 

imaging systems, in addition to text questions. Brin et al. 

conducted a study on the interpretation of radiological 

images using GPT-4 and stated that GPT-4 did not give 

satisfactory results [15]. We therefore excluded radiological 

images and image-based questions from our study. 
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5 Conclusion 

A recent development in LLMs has led to increased 

interest in foundation models that enable them to recognize, 

comprehend, analyze, and generate content. Determining 

which model performs well in which circumstances is 

important for better productivity. We determine the accuracy 

performance of LLM models on various questions related to 

medical imaging systems and investigate the reliability of the 

LLM models in their accurate response to questions for a 

specified task. The results showed that the Gemini Advanced 

model performed superior in all groups, while GPT-3.5 

showed the lowest performance. Gemini Advanced and 

GPT-4 accuracy performances are very close to each other.  

Additionally, the performance of LLMs for various types 

of questions was also evaluated. The best accuracy 

performance was observed in open-ended questions for all 

model types. However, the lowest performance was 

observed with computational questions. We also evaluated 

LLM models' compatibility with each other and found that 

the Gemini Advanced and the GPT-4 were more compatible. 

In the future, a comparative experiment will be conducted on 

humans using the dataset of this study. 
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