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Abstract— Many biometric applications are faced with 

enormous performance challenges due to submission of low 

quality facial images. In this study, adaptive regression splines 

(ARES) models were built for predicting algorithm matching 

scores (AMS) and overall quality scores (OQS). A face verification 

and image quality assessment (FVIQA) framework was adopted to 

extract five facial quality features from still images. The SCface 

database was adopted for the training and testing datasets with 

2,093 and 897 images respectively. ARES models were built from 

the normalized individual quality scores and algorithm matching 

scores using ARESLab in the MATLAB environment. A black face 

surveillance camera (BFSC) database of 50 subjects was populated 

to mimic the SCface database and act as the target dataset for the 

model validation. Results from the study shows that FVIQA 

quality scores and other experimental results are comparable and 

consistent with previous research works. The model ANOVA 

decomposition showed that pose variation is the major 

determinant for model OQS and AMS with 0.046 and 0.261 

respectively. From the performance evaluation, model OQS 

achieved 99.96% and 99.81% prediction accuracy on the test and 

target datasets while model AMS achieved 87.04% and 84.73% 

respectively. Subsequently, no failure-to-acquire (FTA) was 

recorded when superior face images were selected from the SCface 

database using the developed image verification and quality 

assessment (IVQA) number.  

 
Index Terms— Adaptive, Algorithms, Biometrics, Facial 

Recognition, Image verification, Regression models, Quality. 
 

I. INTRODUCTION 

ACIAL recognition is the identification of humans by the 

unique characteristics of their faces. It is a vividly 

researched area of computer vision, pattern recognition and  
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more precisely biometrics [1-4]. It has become an important 

part of everyday life due to increasing demand in security and 

law enforcement applications. Face recognition has attracted a 

lot of attention because of its potential applications. Interest is 

still on the rise, since it is also seen as an important part of next-

generation smart environments [5]. Face recognition systems 

like all other biometrics applications must cope with real world 

uncontrolled and dynamic environments [6,7]. Hence a face 

recognition system (FRS) is plagued by a number of intrinsic 

and extrinsic variations that directly affect its recognition 

performance. Variations due to low quality images plaque all 

biometric systems, such variability is due to a long list of factors 

which includes facial expressions, illumination conditions, 

pose, presence or absence of eye glasses and facial hairs, 

occlusion, and aging [8]. 

Image quality is a characteristic of an image that measures 

the perceived image degradation; typically, compared to an 

ideal or perfect image [9]. Imaging systems may introduce 

some amounts of distortion or artifacts in the signal, so the 

quality assessment is an important problem. The primary goal 

of image quality assessment is to supply the quality metrics that 

can predict perceived image quality automatically. By defining 

image quality in terms of a deviation from the ideal situation, 

quality measures become technical in the sense that they can be 

objectively determined in terms of deviations from the ideal 

models. These variations in image quality vary significantly 

depending on where and when the system operates [10]. Posit 

that the quality of biometric data is operationally important 

because it directly influences recognition performance while 

[11] concluded that a major research area is the study of face 

recognition over a wide range of quality factors. Although there 

has been a significant improvement in face recognition 

performance during the past decade, it is still below acceptable 

levels for use in many applications [12]. This is because 

different face recognition algorithms are designed to be robust 

to particular subsets of these factors. Hence, a high quality 

image for one algorithm is not necessarily of the same quality 

for another. Therefore, quality should be learned for a specific 

face matching algorithm [13].  

II. PROBLEM STATEMENT 

The Image quality values can be used in different stages of 

biometric applications, some of these include: enrollment-

phase quality assessment, verification/identification quality 
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assessment, prediction of algorithm failure, quality-based 

adaptation of the processing phase and multimodal biometric 

fusion [10,14-17]. While steady progress is registered each year 

in face recognition research, real world deployment of 

biometric verification systems perform far less than the results 

obtained in the laboratory. The reason is simple, biometric 

system performance is directly affected by the quality of the 

images captured in real world and those present in the database. 

That is, if the quality of the biometric image is poor, the 

recognition system’s performance is certain to be reduced 

[11,18]. Thus, knowing the quality score of a probe image that 

will be predictive of the algorithm’s accuracy in matching it to 

its high quality gallery image will provide information that will 

improve the overall system’s performance. Further results from 

the research will help to provide feedback that will improve a 

facial sensor (camera) or facial image collection system’s 

performance. With such knowledge, real-time quality 

assessment can be done in typical face authentication or 

verification applications where image samples of very low 

quality can be recaptured, hence improving the reference 

database integrity, poor samples can be processed using 

different algorithms and thresholds, higher quality samples can 

dominate fusion multi-classifier verification systems, etc.  

Although a lot of researchers have proposed and reported 

results claiming to solve the biometric system performance 

prediction problem using facial image quality but none has been 

able to solve the problem efficiently in all settings. The reason 

is a lot of the proposed techniques in literature used only one 

property of the face or one feature within the recognition 

process to assess facial image quality. This is contrary to [19] 

which concluded that no single quality metric can reliably 

measure biometric system performance. Secondly, these 

techniques have proved to be inappropriate for verification 

scenarios where the performance of a recognition algorithm is 

a function of the probe image’s quality when compared with the 

gallery image [20]. Multiple facial features has been considered 

by researchers such as [21] that proposed the first overall 

quality assessment scheme for facial images based on statistical 

learning. The results from the research were significantly more 

consistent with the human perception when compared to 

previous studies. However, the subjective quality assessment 

protocol used has been reported as cumbersome and expensive 

to implement by several researchers including [22] thus 

obtaining objective quality scores is a preferred option that will 

eliminate the need for expensive subjective studies [23].  

In this paper, we attempt to develop adaptive regression 

splines models for predicting facial image verification and 

quality assessment scores from a facial image verification and 

quality assessment framework (FaceIVQA) that measures five 

image quality attributes through a full-reference objective 

quality assessment protocol. 

III. RESEARCH METHODOLOGY 

A. Research Approach 

In this research work, experimental data from [24] for the 

face verification and image quality assessment (FVIQA) 

framework was adapted as our model data. FVIQA employs an 

objective full-reference feature extraction of facial images in 

database for image quality assessment. The developed scheme 

was designed to extract the faceness, pose, illumination, 

contrast, and similarity measures of facial images with 

reference to their high quality gallery pair. Composite image 

quality scores was calculated and adaptive regression splines 

(ARES) models were built to predict recognition and algorithm 

matching scores using multivariate adaptive regression splines 

(MARS) technique. 

B. Data Acquisition  

The primary data used in this work was collected from the 

verification experiments conducted using the FVIQA 

framework in [24]; other secondary data sources include the 

SCface database (training and testing dataset) and BFSC 

database (target dataset) that was collected specially for this 

study. The face authentication protocol proposed by [25] was 

adopted because it models true surveillance scenarios. The day-

time and night-time test scenarios were followed strictly 

resulting in the use of 2,990 images from the surveillance 

camera (SCface) database by [12]. Each subject’s gallery image 

was compared (verification) with twenty-three images of 

varying qualities including the twenty-two probe images and 

the subject’s high gallery image. At the end 2,093 training and 

897 testing trails were conducted.  

The FVIQA framework was developed to combine feature 

extraction techniques for five facial quality measures such as 

pose (QP), faceness (QF), illumination (QL), contrast (QC) and 

similarity (QS). The approach was aimed at extracting image 

quality values that are effective and will highly correlate with 

the recognition matching scores. The framework accepts a low 

quality probe image from the file, folder or computer’s 

webcam. It compares the probe image with the high quality 

gallery image and continues with the face recognition steps 

such as image pre-processing, face detection, feature extraction 

before entering the face verification and quality assessment 

part. 

C. Experimental Facial Databases 

Many publicly available facial databases have been 

developed but not many of them have sufficient image quality 

variability and subject size to meet the objectives of this 

research work. In this work, the surveillance cameras face 

database (SCface) was used for the training and testing datasets 

while a black face surveillance cameras database (BFSC) was 

collected specifically for this research as the target database. 
 

1) Training and testing database 

 Surveillance camera (SCface) database was used as the 

primary database.  

2) Target database 

A black face surveillance camera database (BFSC) was 

collected specifically for this study as a target database to 

validate the built ARES models and benchmark the result of the 

validation with that of the testing dataset. The BFSC database 

consists of images of fifty (50) black subjects and was designed 

to mimic the SCface database. The variations between the 

BFSC and SCface databases are:  

a) the BFSC is a black face only database; 

b) the quality and types of surveillance cameras differs; 

c) the camera-to-eye distance differs; 
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d) the BFSC has distinct illumination levels with three 

control lights. 

D. Data Pre-processing 

Pre-processing was done prior to the ARES model building. 

The raw data collected from the FVIQA verification 

experiments cannot be used directly to develop the ARES 

models because most machine learning algorithms requires that 

all data should be normalized between the range of zero and 

one. 

 

1) Score normalization 

In order to obtain the most correlated and dissimilar data from 

the original quality measures (QF, QP, QC, QL, QS), four data 

normalization techniques were evaluated namely Min-max, 

Tanh estimator, Z-score and Decimal scaling. A descriptive 

statistics and correlation analysis was carried out to determine 

the most effective and robust normalization technique among 

the four before the final model data was determined. 

2) Overall quality score fusion 

 An overall-normalized score is obtained by the fusion of the 

normalized quality scores (𝑄′) using the Sum rule. This is 

simply the sum of all normalized quality measure scores. Thus 

a composite score known as the overall quality score(𝑂𝑄𝑆) is 

derived as: 

     𝑂𝑄𝑆 =  ∑ 𝑄′𝑁
𝑖=1            (1) 

This overall quality score (OQS) is expected to be predictive of 

the contribution of the probe image to the performance of the 

recognition algorithms used. 

E. Building the MARS Models 

 Adaptive regression splines toolbox (ARESLab) was 

employed for building the prediction models. ARESLab is a 

Matlab/Octave toolbox for building piecewise-linear and 

piecewise-cubic regression models.  

 To build the ARES model, function aresbuild in ARESLab 

was used. The function aresbuild builds a regression model 

using the multivariate adaptive regression splines (MARS) 

technique [26]. The input variables for the ARESLab MARS 

are the normalized values of the faceness quality measure (𝑄𝐹
′ ), 

pose quality measure (𝑄𝑃
′ ), contrast quality measure (𝑄𝐶

′ ), 

luminance quality measure (𝑄𝐿
′ ) and similarity quality measure 

(𝑄𝑆
′ ). The outputs of the MARS algorithm are overall quality 

score(𝑂𝑄𝑆) and algorithm matching score (𝐴𝑀𝑆).  

 Thus, 

  𝑥 = [𝑄𝐹
′ , 𝑄𝑝

′ , 𝑄𝐶
′ , 𝑄𝐿

′ , 𝑄𝑆
′ ] and  𝑦 = [𝑂𝑄𝑆, 𝐴𝑀𝑆]   (2) 

To call the aresbuild function: 

[model, time] = aresbuild (Xtr, Ytr, trainParams, weights, 

modelOld, verbose) 

 Inputs are: 

Xtr: a vector of 2,093 training data cases of the independent 

variables  (𝑄𝐹
′ , 𝑄𝑝

′ , 𝑄𝐶
′ , 𝑄𝐿

′ , 𝑄𝑆
′ ). 

Ytr: a vector of 2,093 of the training data cases of the 

dependent variables (𝑂𝑄𝑆, 𝐴𝑀𝑆 ). 
 Outputs are: 

The main output is the built MARS model with the following 

components: 

coefs: coefficient of the vector of the regression model. 

trainParams: a structure of training parameters for the 

algorithm. 

MSE: mean square error (MSE) of the model in the training data 

set. 

GCV: generalized cross validation of the model in the training 

data set. 

Time: algorithm execution time in seconds (s), e.t.c. 

MARSplines constructs the relationship between the 

dependent and independent variables from a set of coefficients 

and basis functions that are entirely "driven" from the 

regression data. The goal is to obtain a useful approximation to 

each function using a set of training data. It employs expansions 

in piecewise linear basis functions of the form [𝑥 − 𝑡]+ and 
[𝑡 − 𝑥]+. The + means positive part, stated by [27] and [28] as:  

 

   [𝑥 − 𝑡]+
𝑞

= {
(𝑥 − 𝑡)𝑞 , 𝑖𝑓 𝑥 > 𝑡

       0 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
          (3) 

 

    [𝑡 − 𝑥]+
𝑞

= {
(𝑡 − 𝑥)𝑞 , 𝑖𝑓 𝑥 < 𝑡

       0 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
              (4) 

 

MARS uses two steps for improving the model building. 

Many basis functions were added to get better model 

performance, however the built MARS can show over fitting 

problem due to large number of basis functions. Backward 

algorithm was used to preventing over fitting by deleting 

redundant basis functions in order to obtain the final model. The 

generalized cross validation (GCV) is adopted to delete the 

redundant basis functions [29]. The expression of GCV is given 

as:  

 𝐺𝐶𝑉 =  
1

𝑁
∑ [𝑦1−�̂�(𝑥𝑖)]

2𝑁
𝑖=1

[1−
𝑐(𝐵)

𝑁
]
2          (4) 

 

where N is the number of data and C(B) is a complexity penalty 

that increases with the number of basis function in the model 

and which is defined as: 

 

𝐶(𝐵) = (𝐵 + 1) + 𝑑𝐵      (5) 

 

where d is a penalty for each basis function included into the 

model and B is number of basis functions in eqn. 3 and 4. The 

details about d are given by [26]. 

 After the forward selection and backward deletion phases of 

the model building algorithm, the final model for ARES model 

OQS is given as: 

 

      𝑂𝑄𝑆 = 0.68757 +  ∑  𝑎𝑚𝐵𝑚 (𝑥)10
𝑚=1       (6) 

 

The basis functions 𝐵𝑚 and the corresponding coefficients 𝑎𝑚 

are given in eqn. 7: 

 

OQS =  0.68757 + 0.2 ∗ BF1 − 0.2 ∗ BF2 + 0.2 ∗ BF3 −
0.2 ∗ BF4 + 0.2 ∗ BF5 − 0.2 ∗ BF6 + 0.2 ∗ BF7 − 0.2 ∗
BF8 + 0.2 ∗ BF9 − 0.2 ∗ BF10          (7)     

 

The final ARES model AMS is given as: 

 

  𝐴𝑀𝑆 = 0.043249 + ∑ 𝑎𝑚𝐵𝑚  (𝑥)13
𝑚=1      (8) 
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while the basis functions 𝐵𝑚 and the corresponding coefficients 

𝑎𝑚 are in eqn. 9: 

 

AMS =  0.043249 + 3.0208 ∗ BF1 − 1.1097 ∗ BF2 −
130.76 ∗ BF3 − 3.1741 ∗ BF4 − 0.098423 ∗ BF5 + 231.5 ∗
BF6 − 7.6407 ∗ BF7 + 100.55 ∗ BF8 + 6.6726 ∗ BF9 −
45.96 ∗ BF10 + 217.9 ∗ BF11 − 13.867 ∗ BF12 +
84.547 ∗ BF13                (9) 

 

Other ARESLab functions used for this research are 

aresparams for configuring the ARES model building 

algorithm; arespredict for making predictions using an the 

ARES model; arestest for testing the ARES model on a test 

dataset; arescv tests the ARES performance using k-fold cross 

validation; aresanova for performing ANOVA decomposition 

and areseq outputs the ARES model in an explicit mathematical 

form.  

F. Performance Evaluation 

The performance of the built ARES models in predicting 

overall quality score (OQS) and algorithm matching score 

(AMS) was done. The ARES models were evaluated using 

known and benchmarked metrics such as model execution time, 

mean square error (MSE) and coefficient of determination (R2). 

Other derived metrics like root mean square error (RMSE) and 

relative root mean square (RRMSE) are also used. The model 

performance was compared on the training, testing and target 

datasets respectively and the result was compared with that of 

[30]. 

IV. RESULTS AND DISCUSSION 

A. FVIQA Implementation 

 FVIQA was successfully implemented and tested on the 

SCface database. Its result was found to be consistent with those 

obtained by [12] [31] [32] [24]. 

 

B. Results of Image Quality Scores and Data Pre-Processing 

 Four score normalization techniques were evaluated in order 

to determine the most effective and robust method. Table I 

shows the descriptive statistics of the various normalized data 

for the faceness measure while Table II shows the result of the 

correlation analysis between the un-normalized score and the 

normalized scores for the faceness quality measure. This result 

is representative of the other quality measures whose data were 

also normalized. Results on Table II shows that decimal scaling 

normalization scores had the lowest correlation coefficient R = 

0.979 with the original scores. Although the value of R suggests 

a strong positive linear correlation since it is very close to 1. 

Fig. 1 shows scatter plots with the correlation between the raw 

data of faceness measure and the scores of different 

normalization techniques. Observations on Table I and Fig. 1(c) 

shows that decimal scaling scores had a much better level of 

agreement with the original data than the other technique and 

its scores had better linear spread between the range zero and 

one. Therefore, scores from decimal scaling normalization 

technique was adopted as the post-processed quality scores.  

Table III presents the statistical parameters of the normalized 

image quality data for model building while Table IV and V 

shows the correlation result of overall quality scores (OQS) 

with individual image quality scores and correlation result of 

algorithm matching scores (AMS) with individual image 

quality scores respectively. It was shown on Table IV that pose 

image quality (QP) had the highest correlation coefficient of R= 

0.936 with OQS while on Table V similarity quality (QS) had 

the highest correlation coefficient of R=0.855 with AMS. The 

luminance quality (QL) and contrast quality (QC) had the least 

correlation coefficient for OQS and AMS respectively. 

 
TABLE I: DESCRIPTIVE STATISTICS OF THE RESULT OF 

EVALUATING THE NORMALIZATION TECHNIQUES  

 
N Min Max Mean 

Std. 
Deviation 

DBE_Un_ 

Normalized 

2936 4.0 57.0 22.2230 10.8457 

DBE_Min_Max 2936 0.1527 0.9562 0.3441 0.2048 
DBE_Tanh_Est 2936 0.4916 0.5160 0.4999 0.0050 

DBE_Z_Score 2936 -1.6802 3.2062 0.0010 1.0006 

DBE_Decimal_ 
Scale 

2936 0.0083 1.0 0.4818 0.2345 

 

 
TABLE II: CORRELATION ANALYSIS OF THE NORMALIZATION 

TECHNIQUES 

  DBE_ 

Min_Max 

DBE_ 

Tanh_Est 

DBE_Dec 

_Scale 

DBE_Z 

_Score 

DBE_Un_ 

Normalized 

Pearson 

Correl 
1.000** 1.000** 0.979** 1.000** 

Sig. 0.000 0.000 0.000 0.000 

N 2936 2936 2936 2936 

    ** Correlation is significant at the 0.01 level (2-tailed) 

 

 
TABLE III. STATISTICAL PARAMETER OF THE NORMALIZED 

DATA FOR MODEL BUILDING 

Variable Mean Std. Dev. Skewness Kurtosis 

𝑄𝑃
′  0.5219 0.1883 0.199 -1.503 

𝑄𝐿
′  0.9786 0.0323 -2.819 10.504 

𝑄𝐶
′  0.9555 0.0658 -2.146 4.956 

𝑄𝑆
′  0.0726 0.1999 4.417 17.574 

𝐴𝑀𝑆 0.0836 0.2295 3.283 9.702 

𝑂𝑄𝑆 0.6021 0.1075 1.347 2.175 
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Fig.1. Scatter plots showing the correlation between the raw data of faceness measure and the scores of different normalization techniques 

 
TABLE IV. CORRELATION OF OVERALL QUALITY SCORES (OQS) 

WITH INDIVIDUAL IMAGE QUALITY SCORES  

  QP QF QL QC QS 

OQS Pearson 

Correlation 
0.936** 0.840** 0.266** 0.262** 0.670** 

Sig. (2-tailed) 0.000 0.000 0.000 0.000 0.000 

N 2936 2936 2936 2936 2936 

    ** Correlation is significant at the 0.01 level (2-tailed) 

 

TABLE V. CORRELATION OF ALGORITHM MATCHING SCORES 

(AMS) WITH INDIVIDUAL IMAGE QUALITY SCORES 

  QP QF QL QC QS 

AMS Pearson 
Correlation 

0.599** 0.379** 0.168** 0.048** 0.855** 

Sig. (2-tailed) 0.000 0.000 0.000 0.009 0.000 

N 2936 2936 2936 2936 2936 

    ** Correlation is significant at the 0.01 level (2-tailed) 

 

C. Adaptive Regression Splines (ARES) Model Building 

 Once the decimal scaling normalized data was adopted and 

prepared for the model building, the data was imported into the 

MATLAB/ARESLab environment from Microsoft office excel. 

A structure of model configuration parameters was  

 

created before calling the function aresbuild. These parameters 

as shown on Table VI were used to build the models OQS and 

AMS. The data structure of the built ARES models OQS and 

AMS on Table VII shows that model AMS had more basis 

functions, longer execution time, higher degree of interactions, 

higher MSE and GCV values. ARES model OQS had very low 

MSE of 2.9095E-22 and GCV of 2.9846E-22; this suggests a 

very good model.  

The model ANOVA decomposition on Table VIII for model 

OQS shows that variable 3 (luminance quality measure) had the 

least relative importance to the model. The GCV values in the 

third column however shows otherwise that the ANOVA 

functions are making equal contributions to the model while 

Table IX shows clearly that the ANOVA function seven (7) 

with variables two and three has the least relative importance to 

the ARES model AMS. This can be interpreted in a manner 

similar to a standardized regression coefficient in a linear model 

that variable two (pose measure) and variable three (luminance 

measure) has the least contribution to determining algorithm 

matching score (AMS). This is consistent with the results of 

Table IV and V.  

 

 

 
 

 

 
 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 
 

 

 
 

 

 

 

 

 
Fig. 1.  Magnetization as a function of applied field. Note that “Fig.” is abbreviated. There is a period after the figure number, followed by two spaces. It is 

good practice to explain the significance of the figure in the caption. 
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TABLE VI. ARES CONFIGURATION PARAMETERS FOR BUILDING 

MODELS OQS AND AMS. 

Parameter 

Configuration 

Model 

OQS 

Model 

AMS 

maxFuncs 21 21 

C 3 3 

Cubic 1 1 
CubicFastLevel 2 2 

SelfInteractions 1 1 

maxInterations 2 2 
Threshold 0.0001 0.001 

Prune 1 1 

useMinSpan -1 -1 
useEndSpan -1 -1 

maxFinalFuncs Infinite Infinite 

 

Equations 6, 7, 8 and 9 show the mathematical expressions 

for the models OQS and AMS with their basis functions and 

coefficients. This makes the deployments of the built models 

into other image quality assessment framework or software’s 

possible. Due to space constraints we cannot show the explicit 

mathematical form of the models in terms of the equation cell 

arrays for the basis functions and corresponding coefficients. 
 

TABLE VII. DATA STRUCTURE FOR THE BUILT ARES MODELS 

OQS AND AMS. 

Data Structure 
Model 

OQS 

Model 

AMS 

No. of basis functions 11 14 

Total effective No. of parameters 26.0 33.5 
Highest degree of interactions in 

the final model 

1 2 

Execution time (s) 8.18  22.21 
MSE 2.9095E-22 0.0102 

GCV 2.9846E-22 0.0105 

endSpan 9 9 

 

 
TABLE VIII. ANOVA DECOMPOSITION FOR MODEL OQS.  

Functions STD GCV #Basis #Params 
Variable 

(s) 

1 0.046 0.012 2 5.0 1 

2 0.038 0.012 2 5.0 2 
3 0.007 0.012 2 5.0 3 

4 0.013 0.012 2 5.0 4 

5 0.040 0.012 2 5.0 5 

    Type: piecewise-cubic GCV: 0 

 

 
TABLE IX. ANOVA DECOMPOSITION FOR MODEL AMS. 

Functions STD GCV #Basis #Params 
Variable 

(s) 

1 0.261 0.094 1 2.5 1 

2 0.058 0.017 2 5.0 2 
3 0.041 0.012 2 5.0 1         2 

4 0.056 0.014 3 7.5 1          3 

5 0.045 0.013 2 5.0 1          4 
6 0.038 0.012 1 2.5 1          5 

7 0.011 0.011 2 5.0 2          3 

    Type: piecewise-cubic GCV: 0.011 

 
D. Model OQS and Model AMS Performance Evaluation   

Table 10 shows the result of a 5-fold cross validation for 

ARES model OQS and AMS respectively. The results shows 

that model OQS has an average mean square error (avgMSE) 

of 3.0226E-22 as against model AMS’s 0.0115 and an average 

coefficient of determination (R2) of 0.9996 as against 0.8704 

for model AMS. This implies that lower avgMSE gives a better 

model and the closer the value of R2 to one (1) the better the 

model. Hence, ARES model OQS had a very strong coefficient 

of determination with lower error indicators than ARES model 

AMS. This further suggest that overall quality score (OQS) can 

be predicted 99.96% accurately by the model OQS given the 

five quality measures proposed in FaceIVQA while it is only 

87.04% for algorithm matching score and model AMS.  

Model validation was carried out on the target dataset 

obtained from the black face surveillance camera (BFSC) 

database to further validate the performance of the built ARES 

models. The BFSC database was collected specifically for this 

research with a difficult experimental setup for the algorithms 

and a much lower camera quality than SCface. This is to ensure 

that the data obtained will be a true test of performance for the 

built models. Results of the test validation for models OQS and 

AMS on Table 11 shows that model OQS still performed 

excellently with a MSE of 31.7148E-22, RMSE of 1.3095E-11, 

RRMSE of 1.2039E-10 and finally coefficient of determination 

R2 = 0.9981 while model AMS had lower performance score 

with a value R2 = 0.8473. Comparisons between Tables 10 and 

11 shows that despite the test validation on a dataset that is 

completely different from the training and testing datasets, 

model OQS still had lower error indicators and a R2 value that 

is slightly less than 1 while model AMS performance 

depreciated slightly with higher error scores and a slightly 

lower R2 of 0.8473 as against 0.8704 on the test dataset.  

 
TABLE X. K-FOLD CROSS VALIDATION FOR MODELS OQS AND 

AMS. 

Performance 

metric Model OQS 

Model 

AMS 

avgMSE 3.0226*10-22 0.0115 

avgRMSE 1.6974*10-11 0.1072 

avgRRMSE 1.5824*10-10 0.4677 

avgR2 0.9996 0.8704 

 

 
TABLE XI. TEST VALIDATION FOR MODELS OQS AND AMS ON 

THE TARGET DATASET. 

Performance 
metric 

Model OQS 
Model 
AMS 

MSE 31.7148*10-22 0.0131 

RMSE 1.3095*10-11 0.1143 

RRMSE 1.2039*10-10 0.5027 

R2 0.9981 0.8473 

 
 Further results of predicting OQS and AMS with the built 

model are shown on Fig. 2(a) - 2(d) for the testing and target 

datasets respectively. The predicted scores with models OQS 

shows close agreement with the actual scores on the testing and 

target datasets with R2 = 0.9989 and 0.9988 respectively. The 

plot aligns perfectly with the line of best fit therefore implying 

accuracy of the model and corroborating the value of R2 as 

shown on Fig. 2(a) and Fig. 2(b). Therefore, the developed 

model OQS shows excellent predictive ability for the prediction 

of image overall quality scores (OQS). For model AMS the 

results on the Fig. 2(c) and Fig. 2(d) shows a more dispersed 



BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,  2015,  Vol.3, No.1 

 

Copyright © BAJECE                          ISSN: 2147-284X                      February  2015       Vol:3   No:1                            http://www.bajece.com 

 

23 

spread along the line of best fit but the result is quite acceptable 

since it is well above 0.8704 and 0.8473 for the test and target 

datasets respectively. 

 

F. Other Results Obtained  

 The overall image quality scores (OQS) was categorized into 

five classes as shown on Table 12 and each IVQA number is a 

prediction of the recognition algorithm’s performance and the 

contribution of the probe image to the overall performance of 

the biometric facial recognition system. Fig. 3 shows clearly the 

implication of this categorization on the experimental dataset. 

If 1,718 and 1,020 images within the “unacceptable” and “poor” 

category are discarded from the experimental database then 

93.3% (2,738) of the images will be removed and only 6.7% 

(198) will be left to form a new database. This implies that the 

new database will contain only images of acceptable (55), good 

(13) or excellent quality (130).  

 

 

 

 
 

Fig. 2. Performance of overall quality score (OQS) model on the testing dataset 

 

 TABLE XII. CATEGORIZATION OF DATABASE PROBE IMAGES 
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ACROSS QUALITY SCALES. 

Overall quality 

Score range 

IVQA 

number 
Description 

0.9 - 1.0 5 Excellent 
0.80 – 0.89 4 Good 

0.60 – 0.79 3 Acceptable 

0.40- 0.59 2 Poor 
0 – 0.39 1 Unacceptable 

 
TABLE XIII. SUMMARY OF RECOGNITION ALGORITHM’S 

PERFORMANCE ON THE NEW DATABASE 

Algorithm SR FTA TA FR FA TR MRS 

Luxand 

SDK 
198 0 198 0 0 0 0.88 

PCA 198 0 198 0 0 0 0.72 
LDA 198 0 198 0 0 0 0.67 

   ** Decision threshold = 0.6 

Key: 
SR = Successful Recognition  FTA = Failure to Acquire 

TA = True Accept     FR = False Reject 

FA = False Accept     TR = True Reject 

MRS = Mean Recognition Score 

Hence, the performance of the biometric recognition system 

will be greatly improved on the new database with 100% 

accuracy of 198 true accept (TA), zero false reject (FR) and a 

mean recognition score (MRS) of 0.76 across the three 

recognition algorithm as shown on Table 13. 

Finally, the results presented in this research work are 

comparable and better to the results reported in [13, 17,21, 30, 

33, 34]. 

 

 
Fig. 3. New database probe images across different quality levels 

V. CONCLUSION 

Two adaptive regression models for predicting facial image 

verification and quality assessment scores was built using data 

from five image quality attributes. Results obtained shows that 

the individual quality scores are highly correlated with each 

other and also predictive of the algorithm’s matching scores 

(AMS). This disclosed a correlation between different quality 

metrics and face recognition performance leading to the 

possible incorporation of quality measures in reducing the 

negative effect of poor quality samples. A means of quantifying 

match performance was developed by combining multiple 

quality measures into a single overall quality score (OQS). The 

resulting image verification and quality assessment (IVQA) 

number can be assigned to images captured for enrollment or 

recognition for use as input to quality-driven biometric fusion 

systems. 

It was determined that the pose and similarity quality 

attributes were the most important factors in predicting overall 

image quality and algorithm matching scores respectively. The 

models were trained and tested on a 70% to 30% split of the 

SCface database to avoid systematic errors and ensure that the 

recognition algorithms as well as the built models were not too 

sensitive to a mismatch between the training and test 

conditions. The models were validated on a completely 

different black face surveillance camera (BFSC) database 

collected specifically for this research study in order to prove 

that the recognition algorithms, experimental data and the built 

models are not in any way bias towards any ethnic or racial 

group. The overall large size of the probe images used for 

training and testing was to ensure that random errors which are 

due to limited number of trials was reduced. 

Conclusively, the FVIQA framework adopted has been 

shown to produce accurate and consistent facial image 

assessment data in the full-reference verification scenario and 

the built prediction models in this study using multivariate 

adaptive regression splines (MARS) technique achieved better 

performance when compared with some existing works in 

literature.  

We believe this study has contributed the following to the 

body of knowledge: 

a) Development of regression models for predicting 

facial image overall quality scores and algorithm 

matching scores using multivariate adaptive 

regression splines techniques. 

b) The explicit model equations can be incorporated 

and/or employed in other image or pattern recognition 

problems. 

c) A black face surveillance camera (BFSC) database of 

fifty subjects was collected. 

For future research, the following are however recommended: 

a) The facial image verification and quality assessment 

framework should be extended to include other 

features such as age, color neutrality, exposure, out-

of-focus, blur, etc. 

b) Automate the data preprocessing stage of the research 

to allow direct incorporation of the built MARS 

models into real time quality assessment processes. 

c) Preserve all the images in the database while still 

improving face recognition performance. 
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